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Abstract

Today, human assistants are often replaced by
chatbots, designed to communicate via natural
language, however, some disadvantages are no-
torious with this replacement. This PhD thesis
project consists of researching, implementing,
and testing a solution for guiding the action of
a human in a contact center. It will start with
the discovery and creation of datasets in Por-
tuguese. Next, it will go through three main
components: Extraction for processing dialogs
and using the information to describe interac-
tions; Representation for discovering the most
frequent dialog flows represented by graphs;
Guidance for helping the agent during a new
dialog. These will be integrated in a single
framework. In order to avoid service degrada-
tion resulting from the adoption of chatbots,
this work aims to explore technologies in order
to increase the efficiency of the human’s job
without losing human contact.

1 Introduction

In the past, a consumer’s only option for customer
service was to speak directly with a service em-
ployee. Now, many customer interactions are han-
dled by automated systems powered by artificial
intelligence called chatbots (Tran et al., 2021).

During the last few years, there has been a grow-
ing interest in text-based chatbots. However, de-
spite the market’s enthusiastic predictions, chatting
with this type of agent raises some technological
limitations, directly involving the human side of
the interaction (Rapp et al., 2021).

That said, this thesis project proposes to pre-
vent call-center service degradation and customer
dissatisfaction through the use of chatbots, taking
advantage of technologies that can make a human’s
job more efficient without losing human contact.

This work consists of researching, implement-
ing and testing a solution to aid communication
between participants, suggesting appropriate re-
sponses, thus anticipating their interventions. This

guidance can be supported by the history of inter-
actions, where information is extracted from and
frequent dialog flows are discovered, which may
then be used for guiding humans engaging in new
dialogs of the same kind. The approaches will be
applied to task-oriented dialog transcriptions (e.g.
call center), providing a more efficient and facili-
tated service.

It begins by identifying, collecting and annotat-
ing dialogs written in Portuguese to be used in the
experimentation and make available to the commu-
nity. We plan to tackle the problem with a three-
component pipeline: Extraction, for processing di-
alogs, extracting information from them and classi-
fying interactions; Representation of the most fre-
quent dialog flows, by graphs of interaction classes;
Guidance, for assisting a human agent during a new
dialog. All components are often tackled in the
scope of Dialog Modelling (DM) (Budzianowski
et al., 2018) to allow the reproduction of aspects
of a natural conversation. Research in the area of
dialogs is currently booming, with interest in chat-
bots, but most systems are developed for English.
Instead, this work has innovative potential in the
area because it is targeted for Portuguese.

In the next section, important concepts for un-
derstanding this research are introduced and an
overview of related work is given. It includes an
introduction to Portuguese datasets, research work
on chatbots and its limitations, with the remaining
subsections divided according to the three com-
ponents of the project. In section 3, the research
proposal and the intended methodologies are pre-
sented. Finally, section 4 presents some prelim-
inary experiments, using NLP tools and related
extraction tasks.

2 Background and Related Work

This section starts with the presentation of a Por-
tuguese dataset, then it is checked how chatbots and
human-based customer service can be so different,
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and finally it is divided into the three components
of the project where concepts and related work for
each are found.

2.1 Datasets

One of the first objectives of this work is the identi-
fication or creation of datasets in Portuguese.

There are several dialog datasets, of different
natures, mainly for English (Oliveira et al., 2022),
however, this work will focus on Portuguese, where
dialog datasets are scarce and thus it is possible to
explore approaches for low resource scenarios.

Existing resources for Portuguese are com-
posed of audios containing only read and prepared
speeches, and there is a lack of datasets that in-
clude spontaneous speeches, essential in different
applications. An exception is a new dataset in Por-
tuguese designated as CORAA (Junior et al., 2021)
that is composed of five different corpora of Euro-
pean and Brazilian Portuguese conversations. They
tried to bridge the gap of lack of spontaneity and
formal speech by having only real conversations.

2.2 Human agents and chatbots

Chatbots are the result of advances in Artifi-
cial intelligence (AI), in order to interact and
respond with suggestions appropriate to certain
needs (Shum et al., 2018).

Human-chatbot communication has notable dif-
ferences in content and quality compared to human-
human. The crucial difference is empathy, as chat-
bots are less capable of conversational understand-
ing than humans. However, chatbots are gradually
becoming more aware of their interlocutor’s feel-
ings (Adamopoulou and Moussiades, 2020).

The first known chatbot, developed in 1966, was
Eliza 1 (Weizenbaum, 1966). Its purpose was to
behave like a psychologist. It used simple patterns
and user sentences returned in the form of a ques-
tion. Its conversational ability was not very good,
but it was enough to start the development of other
chatbot systems (Bradeško and Mladenić, 2012).

Most chatbots tend to respond with the same
message, have a very limited vocabulary, and often
provide wrong information. To demonstrate the
lack of language capabilities of chatbots, a com-
parison was made between chatbots responses and
human responses (Feine et al., 2020), by analyz-
ing an existing human chat dialog analyzed from
the Conversational Intelligence Challenge 2 (Con-

1http://psych.fullerton.edu/mbirnbaum/psych101/eliza.htm

vAI22), where the lexical diversity was analyzed of
all chatbot and human messages, through Part of
Speech (PoS) and counted the adjectives, adverbs
and verbs that are relevant for expressing emotion
which is an inherently human ability. The results
indicate that human users used 75% more adjec-
tives, 65% more adverbs, and 76% more verbs than
the ConvAI2 chatbots. Therefore, this work reveals
that human language use is far from superior in
terms of lexical and emotional diversity.

There are several solutions on the market that
allow the development of chatbots such as Di-
alogFlow (Sabharwal and Agrawal, 2020), Amazon
Lex (Sreeharsha et al., 2022), Rasa (Sharma and
Joshi, 2020), etc. Using one of these solutions,
it is possible to develop a chatbot, through dia-
log flows for selecting responses or actions based
on the identification of expressions that the agent
should recognize, also called intents. However,
these are limited to maintaining a dialog based on
flows that are created manually. The limitations of
chatbots motivate the need for human involvement.

2.3 Knowledge Extraction from Dialog

The extraction component should start by process-
ing transcripts of real dialogs between humans, us-
ing an NLP pipeline (Tenney et al., 2019). This
pipeline starts by segmenting the text into tokens
and using a set of parsing processes such as Infor-
mation Extraction (IE) (Grishman, 2019) or Seman-
tic Parsing (Berant et al., 2013), the latter being the
task of deriving a representation of meaning from
the language sufficient for a given task, since IE
of the text can be characterized as representing a
certain level of semantic parsing.

It is also necessary to clean up the transcriptions
used from what is not relevant to the creation of
the dialog flow and segment it into individual ut-
terances, from the two interlocutors, linking them
together to create an objective dialog line. This
process can be implemented using contextual mod-
els, based on Sentence Embeddings (Reimers and
Gurevych, 2019), created from Deep Learning ap-
proaches (Li et al., 2018), and also from approaches
for Intent Classification (Chen et al., 2019), which
allow transforming words into vector representa-
tions and, thus, mapping the words used into known
concepts or intentions.

It is also fundamental to identify entities,
through Named Entity Recognition (NER) (Mo-

2https://paperswithcode.com/dataset/convai2
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hit, 2014), an IE task that consists in identifying
and classifying only some types of information ele-
ments, called Named Entity (NE). DM (Bai et al.,
2021) is a subarea of NLP that covers tasks aimed
at learning how humans use this language to inter-
act with each other, and exploiting it in computa-
tional applications. This typically includes intent
recognition (Sukthankar et al., 2014), which maps
utterances with responses or actions that the system
has to perform, and can be used for dialog summa-
rization (Goo and Chen, 2018; Liu et al., 2019),
human assistance (De et al., 2021) in communi-
cation, prediction of the next interactions (Ritter
et al., 2011) of a human user with a dialog system,
among others.

Dialogues are sequences of utterances, com-
monly classified according to: intents, which repre-
sent the end-user’s intents; or DAs, which represent
the action performed by the speaker (Austin, 1962)
and can be seen as more generic intents.

DAs function as action labels for the utterances
in a given conversation (e.g., ask, explain, speak, re-
quest, etc.), thus helping to characterize intents and
enabling a better understanding of conversations
(Hoxha et al., 2016). On the other hand, an intent
categorizes an end-user’s intent for one conversa-
tion turn (Truong et al., 2004) and is usually more
specific, depending on the given scenario. Thus,
DAs recognition can be accomplished by identify-
ing the function-related DAs of a single utterance
or segment, unrelated to a specific domain or task.
This is relevant during an ongoing conversation, as
it allows for interpretation or knowledge extraction
taking into account the intent and simplifies the
identification of related segments in the dialog his-
tory. A dialog representation is a sequence of DAs
that are useful for their interpretation by humans,
conversational systems, or computational methods
and for summarizing the conversation or predicting
future utterances (Hoxha et al., 2016).

Dialog Act Classification (DAC) is useful for
identifying patterns and extracting common flows
in dialogs. Several approaches have been devel-
oped for automatic DAC. Most adopt a supervised
approach, with models trained on dialog corpus
where DAs are manually annotated (Bangalore
et al., 2008). Some use traditional methods of
classification considering the context of the dialog,
using previous interactions, and capturing hierar-
chical relationships between tasks. In Sordoni et al.
(2015) they formulate a neural network architecture

for data-driven response generation trained from
social conversations, in which the generation of
responses is constrained by dialog utterances that
provide contextual information.

Others methods adopt learning by considering
utterances in isolation. However, since there may
be a dependency between the current interaction
and previous ones, that is, between consecutive ut-
terances (e.g., usually after a question comes an
answer) DAC should be approached as a sequential
classification problem and not as a simple classifi-
cation problem.

Hidden Markov Models (HMMs) (Stolcke et al.,
2000) present time intervals, where the process
evolves from one state to another, depending only
on its last state. The hidden states of the model are
the DA labels that generate the sequence of words.
Another widely used alternative path to HMMs to
address DAC as a sequence labeling problem is
the use of neural network models associated with a
Conditional Random Field (CRF) (Zimmermann,
2009; Kim et al., 2010) as the last layer. The CRF
implements dialog state management to keep track
of conversation history and current state in order
to decide on the next conversation step and mod-
els the conditional probability of the DA label se-
quence given the input sequence. Long Short Term
Memory (LSTM) (Yu et al., 2019; Barahona et al.,
2016) is an artificial replay of the neural network
(ANN) (Diehl et al., 2016) that can process not
only single data points (such as images) but also
entire sequences of data.

Statements provide knowledge that can be ex-
tracted in pairs, such as questions and their corre-
sponding answers. Thus, in order to learn through
dialogues, an agent must be able to identify what
these statements are, and thus DAs must be identi-
fied by automatically recognizing the generic DAs
conveyed by each segment (Searle, 1969). For this,
it will be useful to recognize the communicative
functions defined by ISO 24617-2 for the annota-
tion of DAs (Bunt et al., 2012, 2017), which are hi-
erarchically organized and feature a specific branch
for knowledge-providing functions.

As the dialog progresses, some systems maintain
a state representation in a process called Dialog
State Tracking (DST) (Henderson et al., 2014), thus
representing the user’s intentions, which involves
filling in predefined slot values.

Currently, most NLP tasks use Transformer neu-
ral network-based models which is an encoder-
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decoder architecture that allows the model to focus
on the relevant parts of input sequences, especially
long sequences such as sentences and paragraphs.
Improvements can be achieved if utterances are en-
coded by a transformer network-based (BERT) (De-
vlin et al., 2018).

Since manually creating the dialog flows used
by conversational agents is complex and time-
consuming, there are academic works focused on
automatic extraction of dialog flows. One of the
identified works presents structure extraction in
task-oriented dialogs by representing the dialog
flow with probabilistic transitions between differ-
ent states of the flow, based on HMMs (Stolcke
et al., 2000). A still preliminary work (Negi et al.,
2009) presents the identification of dialog flows for
use in chatbots, using clustering of similar expres-
sions and their sequencing. These works are only
some parts of the process we intend to develop, and
most of them focus on specific domains, with nar-
row scope and scale, so they are not applicable to
dialogs in a generic way, and therefore their use is
not feasible in a real environment. Thus, there is a
need to study and develop a suitable framework to
guide humans in a dialog, and represent knowledge
extracted from past interactions.

A supervised approach (Bangalore et al., 2008)
was exploited based on a dataset of annotated di-
alogs, exploited the id and the speaker’s word tri-
grams of the current utterance. In a first attempt
to incorporate context, for DAC only, the previous
statements were considered. DAs were discovered
from open domain Twitter conversations (Ritter
et al., 2010). Each post in a conversation is repre-
sented by a bag of words. DAs will correspond to
clusters of statements, representing their sequen-
tial behavior, which is captured by an HMM. In
addition, to separate between content words and
dialog indicators, the HMM is combined with a La-
tent Dirichlet Allocation (LDA) topic model. The
clusters have to be inspected manually. Negi et
al. (Negi et al., 2009) were based on initiated con-
versations by replacing named entities with their
type. Clustering was applied to similar utterances
based on frequent words. When these clusters are
discovered, calls are represented by sequences of
clusters and subtasks are discovered based on se-
quences of frequent utterances.

2.4 Representation of Dialog

In order to create a single representation that inte-
grates all dialog flows and their variations, we must
first study the best approach to aggregate the expres-
sions that represent the same intent, information,
or action. In this way, we can apply approaches to
dialogs, such as Topic Modeling (Vayansky and Ku-
mar, 2020) and Automatic Summarization (Gupta
et al., 2009), to reveal high-level topics covered
in dialogs and compress their content, or use Text
Clustering (Aggarwal and Zhai, 2012), which al-
lows the clustering of similar utterances. Since
DAs are less tied to the scenario or domain than
intentions, this is also a better representation for
recognizing common patterns in dialogs. DA Iden-
tification (Omuya et al., 2013) may help in a more
abstract representation of the flow, by classifying
the various interactions into different types.

DAs and transition graphs allow the discovery
of different types of interactions and the most com-
mon dialog flows that will be useful for classifying
the current dialog and recommending the next inter-
actions. Automatic response generation techniques
are based on sequence-to-sequence models (Yuan
and Yu, 2019) learned from large collections of
dialogs. One of the problems with such models
is that they are not able to model the context and
history of the dialog. To solve this, the model can
be extended with a latent representation of the dia-
log history or encapsulated in a hierarchical dialog
model (Sordoni et al., 2015; Lowe et al., 2017).

If annotated data is unavailable, clustering of ut-
terances can be done, in the expectation of grouping
them according to DAs or intents. Human interven-
tion is required for interpretation, which involves
looking at the utterances in each of the clusters.

The flow can be represented by a graph where
the nodes represent an expression of the dialog and
the arcs, directed between nodes, represent the dif-
ferent expressions that can follow. A single tree can
encapsulate the task structure (domain and prece-
dence relations between tasks), the DA structure
(sequences of DAs), and the linguistic structure of
utterances. We can also represent the probability
associated with each of the possible transitions be-
tween expressions (Ritter et al., 2010), as well as
the conditions, based on the extracted context, that
make each transition possible or impossible.

There are annotation schemes designed for open
domain human-machine conversations, such as Mi-
das (Yu and Yu, 2019). This has a hierarchical
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structure, including a semantic and functional or-
dering tree, and supports multi-label annotations.
Since dialogs in a large collection are represented
by sequences of tasks (Bangalore et al., 2008) or
DAs, hierarchical relationships between the latter
can be discovered from common patterns and rep-
resented by trees or graphs that are friendly for
human analysis, including transition probabilities.

Young et al. (2010) described a dialog manager
Hidden Information State System (HIS) where each
utterance is a DA and is designed for information
retrieval tasks. However, compared to simple slot-
filling systems, it supports a richer set of user goal
representations based on tree-like structures built
from classes that represent related values and sub
types that are specific variants of a class.

To be used as the input of most of the previous
approaches, textual utterances need to be repre-
sented in a vector space where semantically sim-
ilar words or utterances are closer to each other.
This is typically done at preprocessing and may
resort to models of vector semantics. For instance,
when performing intent classification, Hashemi et
al. (Hashemi et al., 2016) used pretrained models
of word embeddings, such as word2vec (Mikolov
et al., 2013), for representing utterances. Park et
al. (Park et al., 2022) obtains various intent cluster-
ing results with different embeddings, namely the
Sentence Transformer’s MiniLM-L6 and MiniLM-
L12 models. More recent efforts obtain sentence
embeddings from available transformers fine-tuned
in sentence similarity tasks (e.g., (Vulić et al., 2022;
Park et al., 2022)). An alternative to using pre-
trained embeddings is to learn embeddings and
part of the training process (e.g., first layer of the
neural network) (Firdaus et al., 2021).

2.5 Call Guidance

The orientation component will take advantage of
past dialogs, represented according to the previ-
ously defined, to identify the recommendations it
should provide to the agent during a new interac-
tion. Dialogs represented as a sequence or a graph
of DAs can be exploited in live conversations, ei-
ther to guide dialog systems that may include au-
tomatic response generation, or to guide human
agents in a call. The system can be useful for clas-
sifying utterances according to specific goals as
quickly as possible. The call can be redirected to a
different agent that has access to different knowl-
edge bases and/or different streams. For example,

Gunrock (Chen et al., 2018), a social bot, maps
users’ intentions to a topic, selects the most appro-
priate module for the topic, and advances the user’s
request to this module. In addition to the topic or
goal, the current DA can be classified in real time
using approaches already described, allowing the
anticipation of the next dialog with different prob-
abilities, which can be used to narrow down the
automatically generated responses.

It is important to use approaches such as Se-
mantic Textual Similarity (Cer et al., 2017), using
techniques that consider the words used and their
relevance, such as TF-IDF or more comprehensive
models based on embeddings.

Therefore, it is necessary to look at approaches
such as Recommender Systems (RS) (Resnick and
Varian, 1997) that help users find items of interest
and can be based on past behavior.

The design of flows is especially relevant for
task-oriented dialogue systems and can steer the
conversation in specific directions, avoiding purely
reactive responses to what the user says (Grassi
et al., 2022). It encompasses the definition of task-
specific intents and training phrases, among other
decisions, and generally ends up being created man-
ually, often with the help of tools like Google’s
DialogFlow3, Microsoft Luis4, or the open source
platform Rasa5.

As the dialogue progresses, the recommenda-
tion system accumulates the user’s information and
builds his profile. Thus, it can provide a recom-
mendation based on user preferences reflected in
the conversation. A recommendation system can
be based on conventional collaborative filtering al-
gorithms (Resnick et al., 1994; Sarwar et al., 2001)
or based on neural networks (Wang et al., 2018;
He et al., 2017; Ying et al., 2018).The generated
graphs can be used in a recommendation or guid-
ance system.

3 Research Proposal

The main goal of this PhD thesis is the research and
development of approaches to help communication
between interlocutors in a dialog, in Portuguese,
guiding the operator’s action that can be supported
by previous interactions. Information is to be auto-
matically extracted and frequent dialog flows are
identified, allowing their representation to guide the

3https://cloud.google.com/dialogflow/
4https://www.luis.ai/
5https://rasa.com/
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human in how to respond. To this extent, we define
five specific objectives to be achieved throughout
the development of the research work:

1. Collection and creation of a corpus of dialogs
in Portuguese that can be used in the project.

2. Studying, developing and experimenting with
approaches for extracting structured dialog
information from the various interactions.

3. Studying, developing and experimenting with
approaches for representing interactions and
flows extracted from those interactions.

4. Studying, developing and experimenting with
approaches for guiding the human by exploit-
ing the knowledge extracted from dialogs, in-
teractions, and common flows.

5. Evaluation on data collected and created, us-
ing automated and manual metrics.

To achieve the five defined objectives presented
above, the following tasks were defined:

1. Deepen the study of the state of the art to
understand important concepts for research;

2. Collection or creation of the data to be used;

3. Approaches for IE;

4. Approaches for representing dialog flows;

5. Approaches for dialog guidance;

6. Framework with approaches explored;

7. Tests and final evaluation;

8. Writing of the thesis and scientific articles.

We intend to explore generalized approaches ap-
plied to different types of task-oriented dialogues,
where one contribution will be to increase the effi-
ciency of call centers.

The experiments will be focused with data in
Portuguese, which will be a differentiating factor.
They will also be limited to written text, i.e., written
conversations or transcripts of oral communication.

Several alternatives will be explored to obtain
the data: Following the WOZ paradigm (Green
et al., 2004), where a conversation is held between
two interlocutors in which one is assigned a certain
task and to accomplish this task, this user must
interact, using natural language, with another who

will have access to more information about the do-
main (for example, a database or a service such
as Booking6) and will be able to provide appropri-
ate answers. Interaction can be done through any
chat application, such as Slack or Microsoft Teams;
Transcripts of existing dialogs in Portuguese, such
as CORAA (Junior et al., 2021); Customer support
services on social networks, such as conversations
with telecom operators on Twitter7; Movie sub-
titles (Lison and Tiedemann, 2016); Translation
of English datasets (e.g. DailyDialogue (Li et al.,
2017) or MultiWOz (Budzianowski et al., 2018))
into Portuguese, from which it will be possible to
import existing annotations.

The data will be used in the development of a
framework consisting of three components:

• Extraction - Process transcripts of dialogs and
extract information;

• Representation - Discovery of the most fre-
quent dialog flows, represented by graphs;

• Guidance - will take advantage of the flow
representation to guide the human.

The first component processes real dialog tran-
scripts and extract useful information from them
to represent the interactions, such as keywords, en-
tities or actions. The extraction of some of these
items may resort to an NLP pipeline (Tenney et al.,
2019), but some additional development may be re-
quired, considering the language (Portuguese) and
the type of text (dialog).

The extracted information can be used to better
describe utterances, classifying intentions and fill-
ing slots. However, performing these tasks is usu-
ally based on supervised learning, which involves
data annotation, something to consider during data
definition. It can also be used to group similar utter-
ances, using clustering. This process can make use
of sentence embedding techniques (Reimers and
Gurevych, 2019) to represent utterances. During
the extraction process, it is necessary to remove
from the text private information about the client
in order to ensure the confidentiality of the data.

In Figure 1, we show an example of a dialog in
which the customer requests the cancellation of an
order he previously placed.

Sometimes, the information found in knowledge
bases is not organized in a way that facilitate its use

6http://www.booking.com
7http://www. twitter.com
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Figure 1: Example of a dialog flow created by the ex-
traction component

by the agent in a conversation (Taylor et al., 2002).
Therefore, the project to be developed will answer
the question of how to improve the organization
and representation of information that supports the
agent’s assistance during a conversation.

Interactions with customers are dependent on
need and context. Even if the information is up
to date, we need to make sure that we effectively
map the need expressed by the possible solutions
and use the context to ensure that we choose the
solution that best fits that specific case. To this end,
the project will be able to answer the question of
how to find the best solution for customer’s need
and how to ensure that this solution fits its context.

The second component will aim to discover
the most frequent dialog flows, represented by
graphs, where the vertices represent speech classes
or groupings, and the arcs represent transitions be-
tween them, with probabilities. In this component
one can apply the classification of interactions into
more generic classes (DAs) or, if there is a lack of
data to make the system less domain-dependent,
perform a grouping that approximates these acts.
To facilitate human interpretation, it will be impor-
tant to have a way to describe the groupings/classes
through relevant n-grams or verb phrases. Figure 2
shows an example of a dialog graph, generated
from the previous dialog flow.

Finally, the guidance component will take ad-
vantage of the representation of flows to guide the
human.

The ability to take into account the previous
statements is key to building dialog systems that
can keep conversations active and engaging (Sor-
doni et al., 2015). Past interactions are an impor-
tant source of information about customers and
how their needs are met by agents, however, due to

Figure 2: Example of a dialog graph created by the
representation component

the complexity of working with past interactions,
they are generally ignored. We aim to find the
best approaches to extract from past interactions
the knowledge needed to guide agents on how to
respond to customer needs.

In each interaction, previous interactions will
be considered to suggest responses, while antici-
pating the next interactions. It will function as a
RS (Resnick and Varian, 1997) in the sense that
we want to recommend speech and/or actions. Fig-
ure 3 shows an example of a user interface with
expressions used in dialog and the recommenda-
tions provided by the guidance component.

Figure 3: Example of user interface - recommendations
are provided to the agent by the guidance component

The approaches resulting from tasks 3, 4, and
5 will be evaluated independently but a final eval-
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uation of their integration into the framework is
required. In this way, the approaches will be evalu-
ated on the data collected and created using metrics
for classification, used when annotations are pro-
duced, or metrics for clustering when this is not the
case. Due to the subjectivity of the quality of the
flows identified and the guidance produced, a sub-
jective evaluation based on human opinions using
the resulting framework is imperative, as well as
an objective evaluation where a control group that
uses the node-generated graphs and a group that
does not is selected and the average success rates
and response times are then compared.

4 Preliminary Experiments

The exploration of some NLP tools, through the
spaCy 8 library such as PoS Tagging considering
verbal syntagma, NER and coreference resolution
was performed and DAC, taking into account dif-
ferent vector representations, was done for these
tasks in order to generalize utterances.

Given that DAs can be seen as generic intents, a
possible representation of dialog flows is through
a graph of DAs. Transitions between DAs may
further have assigned probabilities, computed from
the dialogue history. This can be see as a Markov
chain, and its inspection may further enable the
identification of communication patterns.

For illustrative purposes, we generated such a
representation for the Mastodon dataset (Cerisara
et al., 2018) and its annotated DAs, with the help
of the NetworkX 9 package. The flow can be visu-
alized in Figure 4, where nodes were also included
for the start (SOD) and end (EOD) of dialog. Tran-
sitions with probability below 0.05 were ignored.

5 Conclusion

This research proposal aims to improve the cus-
tomer/human experience when contacting a call-
center, by improving the responsiveness of hu-
man agents in conversations, guided by intelligent
methods and NLP about the current context and
about previous interactions with customers. To
achieve this goal, the project is organized into three
components: extraction, representation and guid-
ance. One of the challenges involved is that this
project will be focused on Portuguese, a language
for which there is little work in this area.

8https://spacy.io/
9https://networkx.org/

Figure 4: DAs transitions in Mastodon

The existing work for the automatic extraction
of dialog flows is still underdeveloped and has been
applied in a small scope and scale. Furthermore,
this work is usually referenced in the context of
application to chatbots, and its application is not
oriented towards human agents.

The development of the proposed solution allows
for the automatic extraction of dialog flows from
past interactions, guiding human agents, and may
represent a breakthrough in the state of the art in
this area, answering the question of how to find the
best solution for the customer’s needs and how to
ensure that this solution fits the customer’s context.

Thus, the use of chatbots is increasingly present,
however, we believe that human agents have a rele-
vant role in contact centers, since they can handle
situations with a level of complexity that is not yet
within the reach of any chatbot and there is no dis-
tance between customers and human interlocutors.
All relevant findings and results will be published
in reports, articles and scientific papers, in addition
to the resulting doctoral thesis.

Acknowledgements This work was financially sup-

ported by the project FLOWANCE (POCI-01-0247-FEDER-

047022), cofinanced by FEDER, through PT2020, and by

COMPETE 2020; and by national funds through FCT, within

the scope of the project CISUC (UID/CEC/00326/2020) and

by European Social Fund, through the Regional Operational

Program Centro 2020. I would like to thank my supervisors

Hugo Gonçalo Oliveira, Ana Alves, and Catarina Silva for

all their support and to the mentor assigned by the EACL

organization, Maria Jung Barrett, for her availability and help.

119



References
Eleni Adamopoulou and Lefteris Moussiades. 2020.

Chatbots: History, technology, and applications. Ma-
chine Learning with Applications, 2:100006.

Charu C Aggarwal and ChengXiang Zhai. 2012. A
survey of text clustering algorithms. In Mining text
data, pages 77–128. Springer.

John Langshaw Austin. 1962. How to do things with
words: the William James lectures delivered at Har-
vard University in 1955. Oxford University Press,
New York.

Xuefeng Bai, Yulong Chen, Linfeng Song, and Yue
Zhang. 2021. Semantic representation for dialogue
modeling. arXiv preprint arXiv:2105.10188.

Srinivas Bangalore, Giuseppe Di Fabbrizio, and
Amanda Stent. 2008. Learning the structure of
task-driven human–human dialogs. IEEE Transac-
tions on Audio, Speech, and Language Processing,
16(7):1249–1259.

Lina M Rojas Barahona, Milica Gasic, Nikola Mrkšić,
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chatbot systems through a loebner prize competition.
In Proceedings of Slovenian language technologies
society eighth conference of language technologies,
pages 34–37. Institut Jožef Stefan Ljubljana, Slove-
nia.

Paweł Budzianowski, Tsung-Hsien Wen, Bo-Hsiang
Tseng, Inigo Casanueva, Stefan Ultes, Osman Ra-
madan, and Milica Gašić. 2018. Multiwoz–a
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Ivan Vulić, Iñigo Casanueva, Georgios Spithourakis,
Avishek Mondal, Tsung-Hsien Wen, and Paweł
Budzianowski. 2022. Multi-label intent detection via
contrastive task specialization of sentence encoders.
In Proceedings of the 2022 Conference on Empiri-
cal Methods in Natural Language Processing, pages
7544–7559, Abu Dhabi, United Arab Emirates. As-
sociation for Computational Linguistics.

Xiting Wang, Yiru Chen, Jie Yang, Le Wu, Zhengtao
Wu, and Xing Xie. 2018. A reinforcement learn-
ing framework for explainable recommendation. In
2018 IEEE international conference on data mining
(ICDM), pages 587–596. IEEE.

Joseph Weizenbaum. 1966. Eliza—a computer program
for the study of natural language communication be-
tween man and machine. Communications of the
ACM, 9(1):36–45.

Rex Ying, Ruining He, Kaifeng Chen, Pong Eksombat-
chai, William L Hamilton, and Jure Leskovec. 2018.
Graph convolutional neural networks for web-scale
recommender systems. In Proceedings of the 24th
ACM SIGKDD international conference on knowl-
edge discovery & data mining, pages 974–983.

Steve Young, Milica Gašić, Simon Keizer, François
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