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Abstract
Non-autoregressive machine translation (NAT)
has recently made great progress. However,
most works to date have focused on standard
translation tasks, even though some edit-based
NAT models, such as the Levenshtein Trans-
former (LevT), seem well suited to translate
with a Translation Memory (TM). This is the
scenario considered here. We first analyze the
vanilla LevT model and explain why it does
not do well in this setting. We then propose a
new variant, TM-LevT, and show how to effec-
tively train this model. By modifying the data
presentation and introducing an extra deletion
operation, we obtain performance that are on
par with an autoregressive approach, while re-
ducing the decoding load. We also show that
incorporating TMs during training dispenses
to use knowledge distillation, a well-known
trick used to mitigate the multimodality issue.

1 Introduction

Non-autoregressive neural machine translation
(NAT) has been greatly advanced in recent years
(Xiao et al., 2022). NAT takes advantage from par-
allel decoding to generate multiple tokens simulta-
neously and speed up inference. This is often at the
cost of a loss in translation quality when compared
to autoregressive (AR) models (Gu et al., 2018a).
This gap is slowly closing and methods based on
iterative refinement (Ghazvininejad et al., 2019;
Gu et al., 2019; Saharia et al., 2020) and on con-
nectionist temporal classification (Libovický and
Helcl, 2018; Gu and Kong, 2021) are now reporting
BLEU scores similar to strong AR baselines.

Most works on NAT focus on the standard ma-
chine translation (MT) task, where the decoder
starts from scratch, with the exception of Susanto
et al. (2020); Xu and Carpuat (2021), who use
NAT to integrate lexical constraints in decoding.
However, edit-based NAT models, such as the Lev-
enshtein Transformer (LevT) of Gu et al. (2019),
seem to be a natural candidate to perform MT with

Translation Memories (TM). LevT is able to itera-
tively edit an initial target sequence by performing
insertion and deletion operations until convergence.
This design also matches the concept of using TMs
in MT, where given a source sentence, we aim to
edit a candidate translation retrieved from the TM.

This idea has been used for decades in the lo-
calization industry and implemented into basic
Computer-Aided Translation tools. Translators
wishing to translate a sentence can benefit from
fuzzy matching techniques to retrieve similar seg-
ments from the TM. These segments can then be
revised, thereby improving productivity and consis-
tency of the translation process (Koehn and Senel-
lart, 2010; Yamada, 2011). The retrieval of similar
examples from a TM has also proved useful in con-
ventional (AR) neural MT systems; they can be
injected into the encoder (Bulte and Tezcan, 2019;
Xu et al., 2020) or as priming signals in the decoder
(Pham et al., 2020) to influence the translation pro-
cess. These studies report significant gains in trans-
lation performance in technical domains, where
the translation of terms and phraseology greatly
benefits from examples found in a TM.

Our main focus in this work is to develop an
improved version of LevT suited to the revision
part of TM use, where the translation retrieved
from TM is modified via edit operations in a non-
autoregressive way. We first show that the original
LevT cannot perform well on this task and explain
that this failure is a direct consequence of its train-
ing design. We propose to fix this issue with TM-
LevT, which includes an additional deletion step.
Next, we propose to further improve the training
procedure in two ways: (a) by also including the re-
trieved candidate translation on the source side, as
done in AR TM-based approaches (Bulte and Tez-
can, 2019; Xu et al., 2020); (b) by simultaneously
training with empty and non-empty initial target
sentences. In our experiments, TM-LevT achieves
performance that is on par with a strong AR ap-
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proach on various domains when translating with
TMs, with a reduced decoding load. We also ob-
serve that incorporating an initial translation both
on the source and target sides makes Knowledge
Distillation (KD, Kim and Rush, 2016) useless.
This contrasts with standard NAT models, which
rely on KD to alleviate the multimodality issue (Gu
et al., 2018a). As far as we know, this work is the
first to study NAT with TMs in a controlled setting.

Our contributions are the following: (a) we show
that the original LevT training scheme is not suited
to edit similar translations from a TM; (b) we pro-
pose a variant of LevT, TM-LevT with an improved
training procedure, which yields performance that
are close, or even similar to AR approaches when
translating with good TM matches, with a reduced
decoding load; (c) we highlight the benefits of
multi-task training (with and without TMs) to attain
the best performance; (d) we discuss the reasons
why KD hurts the training of NAT with TMs.

2 Using Translation Memories in NAT

2.1 Background
TM Retrieval Given a source sentence f , we aim
to retrieve a good match ẽ from the TM. For this,
we search the TM for a pair of sentences (f̃ , ẽ),
where f̃ is similar to f . The corresponding target
ẽ is then used to initiate the translation of f . We
compute the similarity between f and f̃ as:

sim(f , f̃) = 1− ED(f , f̃)

max(|f |, |̃f |)
, (1)

where ED(f , f̃) is the edit distance between f and
f̃ , and |f | is the length of f . The intuition is that
the closer f and f̃ are, the more suitable ẽ will
be. As is custom, we only use TM matches when
the similarity score exceeds a predefined threshold,
otherwise we translate from scratch. We discuss
the effect of the match similarity in Section 4.5.

Levenshtein Transformer LevT is an edit-
based NAT model proposed by Gu et al. (2019). It
performs translation by iteratively editing an initial
target sequence with insertion and deletion opera-
tions until convergence. The insertion operation is
composed of a placeholder insertion module and
a token predictor. The placeholder classifier pre-
dicts the number of additional tokens that need to
be inserted between any two consecutive tokens in
its input sequence. The token predictor then gen-
erates a token for each placeholder position. The

deletion operation aims to detect prediction errors
made by the model. It makes a binary decision for
each token, indicating whether it should be deleted
or kept. During training, a noised initial target se-
quence e′ is first generated by randomly dropping
tokens from the reference e. The insertion mod-
ules learn to reinsert the deleted tokens into e′. The
deletion operation is then trained to erase erroneous
predictions made during insertion.

During inference, LevT starts with an empty tar-
get sequence (e′ = []) and generates the translation
by alternatively performing deletion and insertion
operations until convergence or a maximum num-
ber of decoding rounds is reached. In the first
iteration, the deletion is omitted, as no tokens can
be deleted from the empty sequence. This iterative
refinement procedure converges when the input and
output of one iteration are the same, either because
LevT predicts nothing to delete and to insert, or
because it enters a loop where the deleted tokens
are reinserted in the same round. Unlike almost all
other NAT models, LevT does not require any ex-
ternal prediction of the target length, as the number
of target tokens is iteratively revised and adjusted
by the placeholder prediction module. We refer to
Gu et al. (2019) for more details about LevT.

2.2 Deficiencies of LevT Training
Even though the edit-based nature of LevT makes
it readily able to translate with TMs, it has mostly
been applied to standard MT, where the decoder
starts with an empty sentence.1 This is consistent
with the overall training scheme, illustrated in Fig-
ure 1 (Vanilla LevT), where inputs for the place-
holder insertion module are always subsequences
of the reference and the deletion module only sees
the outputs of the previous token insertion step.

Settings Empty Random Sent Shuffle Ref
Init - 1.3 5.0
LevT 45.4 2.1 40.2
LevT vs Init - 90.4 9.4

Table 1: BLEU scores of LevT decoding with various
target initialization. Empty refers to standard LevT in-
ference with an empty start. Random Sent uses a ran-
dom sentence as initial target. Shuffle Ref starts with a
random shuffle of the reference translation. Init reports
the BLEU score of the initialization, while LevT vs Init
compares LevT’s outputs with their starting points.

To illustrate the deficiency of this training
1One notable exception is the attempt in Gu et al. (2019)

to perform automatic post-editing through iterative revisions.
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TM-LevT encoder

Un chat dort. [sep] A cat is eating.

f ẽ

A cat is sleeping.e

• e' =  eẽ  
• e'' is obtained from e' by applying 
      deletions from Pred and Ref labels. 
• e''' is obtained from e'' by inserting  
      placeholders from Ref labels. 
• e'''' is obtained from e''' by replacing 
      placeholders with Pred labels.
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Figure 1: A complete training step for TM-LevT. Compared to the original LevT which starts training from e′′,
TM-LevT adds the init-del step to delete unrelated tokens from a TM match. Figure better viewed in color.

scheme, we learned a vanilla LevT model using the
datasets of Section 3.1 and initialized the decoder
with a sentence randomly selected from the test set
and totally unrelated to the source sentence. We
observe (Table 1, Random Sent) that LevT’s out-
puts are almost as bad as their starting point. This
is because the deletion module fails to delete irrele-
vant input words, presenting the insertion modules
with a fully fluent yet fully inadequate sequence
that the insertion module is hard-pressed to revise.
This contrasts with the Shuffle Ref scenario, where
the decoder starts with a random shuffle of the ref-
erence. LevT can now make changes during the it-
erative refinement and generates translations (40.2
BLEU) that are close to standard decoding (45.4
BLEU). The TM-based scenario discussed below
presents the same challenge for the deletion mod-
ule, that of spotting and deleting irrelevant words.
Our proposal will first focus on fixing this issue.

2.3 Improving Editions with TM-LevT

The experiment of previous section suggests that
LevT will have issues editing TM matches, as they

often contain tokens that are unrelated to the source
and should be removed (see Figure 1 for an ex-
ample TM match ẽ containing an unrelated word
"eating"). The distribution of unrelated tokens may
greatly differ from token prediction errors made by
LevT, which are tokens LevT is trained to delete.

We propose a variant of LevT denoted TM-LevT,
where we include an extra deletion step (init-del)
that applies before the insertion modules. As shown
in Figure 1, init-del is trained to detect unrelated
tokens from the initial e′, whereas the final deletion
(final-del) focuses on prediction errors. During
training, we generate examples for the insertion
modules by removing from e′ tokens that either are
not in the reference, or should be deleted according
to the init-del operation. The resulting subsequence
e′′ is then used to train the insertion operation. TM-
LevT does not change the number of parameters, as
we use the same classifier for the init-del and final-
del steps. During inference, TM-LevT behaves
exactly as LevT, iteratively applying deletions and
insertions to an initial candidate translation.
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2.4 Translating with or without TM Matches

In practical applications, two modes of operations
need to be supported. The first is when a good
match is found in the TM and used to initialize
the decoding (e′ = ẽ). Revising e′ may imply to
delete or insert tokens, which is what the system
is trained for. It may also imply to move words
around, which is achieved by a succession of dele-
tion and insertion. However, as these operations
are performed independently, there is no guaran-
tee that the deleted words will be memorized for
subsequent insertions, causing the loss of relevant
words in the process. This is again illustrated in
Table 1 (Shuffle Ref) where we see that even when
given all the reference tokens (in random order),
LevT still underperforms translating from scratch.
To mitigate this risk, we augment the source side
with the initial TM match, ensuring that ẽ is always
fully available to the decoder. Following the pro-
posal of Bulte and Tezcan (2019); Xu et al. (2020)
for AR models, this is performed by concatenating
f and ẽ on the encoder side (see Figure 1).

The second mode of operation is when no appro-
priate match is found, causing the system to fall
back to a standard MT regime. In order to handle
both situations in a single model, we resort to multi-
task training and prepare our training samples as
follows: with probability p = 0.5, we decide either
to decode with a retrieved TM match ẽ or from
scratch. In the former case, the decoder is initial-
ized with ẽ, while in the latter, we use a noised
subsequence e′ generated as in (Gu et al., 2019).
TM-LevT is then jointly trained on both tasks.

3 Experiments

3.1 Datasets

Our experiments use the same corpus as Xu et al.
(2020), and contains texts from a diverse set of 11
domains for the English-French direction, down-
loaded from OPUS2 (Tiedemann, 2012): docu-
ments from the European Central Bank (ECB);
from the European Medicines Agency (EMEA);
Proceedings of the European Parliament (Epps);
legislative texts of the European Union (JRC);
News Commentaries (News); TED talk subtitles
(TED); parallel sentences extracted from Wikipedia
(Wiki); localization files (GNOME, KDE and
Ubuntu) and manuals (PHP). We include both tech-
nical domains, for which good matches are likely

2https://opus.nlpl.eu/

to exist, and more "general" domains (Epps and
News), for which useful TM matches are harder to
find, allowing us to explore the benefits of using
TMs for a variety of conditions. All these data are
deduplicated prior to training.

For each source sentence, we retrieve from the
same domain the top 3 TM matches according to
the similarity score of Equation (1), further requir-
ing a score of 0.4 ≤ sim<1. For each domain, we
prepare two test sets with 1,000 sentences each:
one contains randomly selected sentences with a
close match (sim>0.6) in the TM, the other with an
acceptable match (sim∈[0.4, 0.6]). We also leave
a held-out set of 1,000 sentences per domain, for
which no matches of sim≥0.4 are found. The re-
maining data is used for training. Note that the ratio
of sentences with at least one TM match greatly
varies across domains. Detailed statistics about
these corpora are in Appendix A. We use all re-
trieved TM matches (up to 3) for training and only
the best match for test. Therefore, a source training
sentence with 3 TM matches yields 3 training sam-
ples. The initial set of 4.4M parallel data is thus
extended with about 5M examples augmented with
a TM match. We tokenize all data using the Moses
tokenizer3 and build a shared source-target vocabu-
lary with 32K Byte Pair Encoding units (Sennrich
et al., 2016) learned with subword-nmt.4

3.2 Experimental Settings

We compare TM-LevT with a strong AR approach
(Bulte and Tezcan, 2019) and the original LevT
model.5 These baselines use the same training
data as TM-LevT, and also process examples with
and without TM matches. For the AR model, TM
matches only appear concatenated to the source
sentence and translation always starts from scratch;
for LevT, we test both cases where the decoder is
initialized with and without TM matches.

TM-LevT is based on the Transformer archi-
tecture (Vaswani et al., 2017), implemented with
fairseq6 (Ott et al., 2019).7 We use a hidden size
of 512 and a feedforward size of 2,048, optimiz-
ing with Adam with a maximum learning rate of
0.0005, an inverse square root decay schedule, and

3https://github.com/moses-smt/mosesdecoder
4https://github.com/rsennrich/subword-nmt
5https://github.com/facebookresearch/fairseq/

tree/main/examples/nonautoregressive_translation
6https://github.com/pytorch/fairseq
7Our implementation is open-sourced at https://github.

com/jitao-xu/tm-levt.
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w/o TM ECB EMEA Epps GNOME JRC KDE News PHP TED Ubuntu Wiki All
copy 59.8 64.5 34.4 70.3 67.6 55.3 12.0 38.6 30.8 51.6 47.4 52.6
AR 58.7 53.8 55.8 55.0 68.8 53.9 27.1 18.2 62.0 54.0 65.0 51.2
LevT 46.6 30.7 51.8 51.0 62.3 47.0 23.6 12.5 58.7 50.0 61.9 46.5
TM-LevT 53.0 49.7 53.2 51.5 64.7 50.8 24.5 37.1 59.5 50.4 64.0 52.6
w/ TM ECB EMEA Epps GNOME JRC KDE News PHP TED Ubuntu Wiki All
AR 71.9 72.0 58.9 80.1 83.2 67.3 28.8 44.7 63.3 67.6 68.6 67.1
LevT 62.4 53.8 55.5 77.5 78.8 63.3 26.1 28.7 60.2 66.0 67.1 60.4
+tgt TM 60.2 63.8 34.8 69.6 67.7 54.5 12.5 38.8 31.1 52.1 47.5 52.8

TM-LevT 69.8 72.2 56.0 78.1 82.2 68.2 26.0 44.1 60.3 66.3 68.7 65.9

Table 2: BLEU scores for each domain when performing translation without and with TMs for sim > 0.6. All is
computed by concatenating all test sets (11k sentences in total). Copy refers to using the TM match ẽ as the output.

10,000 warm-up steps. We share the decoder pa-
rameters for both two deletions and the insertion
operation and also tie all input and output embed-
ding matrices (Press and Wolf, 2017). We train
TM-LevT for 300k iterations with a batch size of
8,192 tokens per GPU on 8 V100 GPUs. For in-
ference, we use a maximum iteration number of
10 for TM-LevT and LevT, and a beam size of 5
for the AR decoder. We use a batch size of 8,192
tokens and perform inference on one single GPU
for all compared models. The vanilla LevT model
is trained similarly, while the AR model (Bulte and
Tezcan, 2019) is trained with a maximum learning
rate of 0.0007, with 4,000 warmup steps for 300k
iterations on 4 V100 GPUs. We report results of a
do-nothing baseline which simply copies the TM
matches as outputs. Performance is measured with
BLEU using SacreBLEU8 (Post, 2018) and with
COMET (Rei et al., 2020).

4 Results and Analyses

4.1 NAT Can Benefit from TMs

We evaluate the performance of standard MT and
TM-based MT on the two test sets (sim>0.6 and
sim∈[0.4, 0.6]) introduced in Section 3.1. When
performing standard MT, the source side only con-
tains the source sentence for all models, and the
decoder side of TM-LevT is initialized with an
empty input. When translating with TMs, the TM
match is concatenated to the source sentence for all
models. TM-LevT is additionally initialized with
the TM match on the decoder side, a setting we also
consider for LevT (+tgt TM). Table 3 reports the
aggregated results computed on all domains (11k
sentences). The results for each domain when trans-
lating with and without TMs on sim>0.6 are in Ta-

8SacreBLEU signature: BLEU+case.mixed+lang.en-
fr+numrefs.1+smooth.exp+tok.13a+version.1.5.1

ble 2. The corresponding results with a breakdown
by domain for sim∈[0.4, 0.6] are in Appendix B.

As reported in Tables 3 and 2, the AR with TM
baseline yields much higher BLEU and COMET
scores than the standard MT setting. LevT can also
make good use of TM matches, but its performance
lags way behind the AR strategy in both settings.9

Scores in Table 2 show that for domains like ECB
and EMEA, it is difficult for LevT to generate good
translations without using TMs, while for more
general domains like News, the performance gap
between LevT and AR are less significant.

sim > 0.6 sim ∈ [0.4, 0.6]

BLEU ↑ w/o TM w/ TM w/o TM w/ TM
copy - 52.6 - 34.5
AR 51.2 67.1 46.1 55.7
LevT 46.5 60.4 40.8 49.3

+tgt TM - 52.8 - 35.0
TM-LevT 52.6 65.9 45.7 53.3
COMET ↑ w/o TM w/ TM w/o TM w/ TM
copy - 0.1330 - -0.3784
AR 0.6143 0.6985 0.5379 0.5900
LevT 0.4251 0.5767 0.3429 0.4404

+tgt TM - 0.1639 - -0.3478
TM-LevT 0.5314 0.6454 0.4263 0.4889

Table 3: BLEU and COMET scores on multi-domain
test sets for various TM similarity ranges. w/o TM is
standard MT, w/ TM adds a retrieved match ẽ on the
source side, and use it as initial target for TM-LevT.
+tgt TM refers to using TM match as the initial target
for LevT.

TM-LevT, on the contrary, does remarkably well
when translating from scratch, even surpassing the

9We use the fairseq source code released by Gu et al.
(2019) to train the LevT model. We have performed a sanity
check by training a LevT model on the WMT14 English-
German data and obtained results that are about 2 BLEU
points below the scores reported in Gu et al. (2019). As Gu
et al. (2019) have not specified the tool used to compute BLEU
scores, it is difficult to make a more precise comparison.
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AR model on BLEU on the sim>0.6 set, which
is arguably easier. When using TM matches, TM-
LevT also performs much better than LevT. We
achieve BLEU scores of only 1.2 and 2.4 below
AR for sim>0.6 and sim∈[0.4, 0.6], respectively
(Table 3). The effect of using TM matches greatly
varies across domains. TM-LevT can improve
more general domains like News and Wiki when
using TMs (Table 2), even though the performance
gains are less significant than for more specific
domains like ECB and KDE. However, the same
trend is also observed for AR, and TM-LevT even
surpasses AR on Wiki in Table 2. The gap in
COMET score between TM-LevT and AR is also
much smaller than reported by Helcl et al. (2022),
indicating that TM-LevT outputs valid translations.

Unrelated Tokens AR approaches are known
to improperly copy "unrelated tokens" from TM
matches into the output (Xu et al., 2020). As TM-
LevT includes the deletion operation, we expect
it to properly delete unrelated tokens. We define
unrelated tokens as those present in ẽ but not in
e and count the ratio of such tokens that appear
in the final translation. This is different from Xu
et al. (2020), as they used a word alignment model
to label tokens that are unrelated to the "source".
We have re-implemented the same method, but the
alignment model was never perfect and yielded ad-
ditional errors, which led to an imprecise measure
of unrelated tokens. Table 4 reports the ratio of
such unrelated tokens: TM-LevT is slightly less
prone than AR to recopy unrelated parts of the TM
matches in both test sets. LevT does even better
on that account, but its comparatively lower BLEU
scores suggest that it also discards valid tokens.

Unrelated rate ↓ sim > 0.6 sim ∈ [0.4, 0.6]

AR 28.42 17.78
LevT 21.39 13.74
TM-LevT 26.67 16.56

Table 4: Percentage of unrelated tokens from the re-
trieved TM matches appearing in the final translations.

4.2 Ablation Analysis

We conduct an ablation analysis to study the ef-
fectiveness of each component of our method, by
training a new model for each contrast. Training
without TM matches on the target side (Table 5, -tgt
TM) vastly degrades the performance in both condi-
tions (w/ and w/o TM), indicating that the standard

sim > 0.6 sim ∈ [0.4, 0.6]

BLEU w/o TM w/ TM w/o TM w/ TM
TM-LevT 52.6 65.9 45.7 53.3

-tgt TM 46.6 60.7 40.7 49.6
-src TM 53.2 64.3 45.9 52.2
-final-del 38.5 64.2 32.7 50.8
-self-pred 52.6 65.2 45.6 52.7

Table 5: BLEU scores for various configurations. -tgt
TM (resp. -src TM) is the model trained without TM
match on the target (resp. source) side. -final-del is
trained without the final-del operation, -self-pred only
applies reference deletions during training.

MT can also benefit from training with TMs as ini-
tial targets. However, removing TM matches on the
source side (-src TM) improves standard MT, as
also observed by Bulte and Tezcan (2019), but has
a negative impact when translating with TMs. This
highlights the importance of always remembering
the TM match on the source side of TM-LevT.

We also compare with alternative implementa-
tions of the deletion operation. Results in Table 5 (-
final-del) show that removing the final deletion step
mostly impacts TM-LevT in the standard MT set-
ting, where the detection of wrong predictions mat-
ters most (Huang et al., 2022). This further demon-
strates that unrelated tokens from TM matches and
the prediction errors of the model are vastly differ-
ent, and training to delete both is necessary. Last,
we experiment with using only reference deletion
labels to train the insertion operation, instead of us-
ing both the reference and model predictions (see
Section 2.3). We observe (-self-pred) a small per-
formance drop with respect to the baseline policy.

4.3 Knowledge Distillation

KD is used in most NAT models, as it reduces the
complexity and lexical diversity of target sentences,
thereby helping NAT approaches to mitigate the
multimodality issue (Zhou et al., 2020; Xu et al.,
2021). Given that our results so far have only relied
on actual target data, we thus ask whether KD could
also improve the performance of TM-based NAT.
We train a teacher Transformer-based model with
the 4.4M parallel data and use it for data distillation.
As expected, using KD does improve BLEU scores
of TM-LevT on standard MT (Table 6). However,
using KD hurts performance when editing an ini-
tial similar translation, resulting in a large drop in
scores compared to using real data. Applying KD
also to TM matches yields similar results.

The benefits of KD are assumed to mainly reduce
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SRC Measures to reduce or eliminate releases from unintentional production
TM match Measures to reduce or eliminate releases from intentional production and use
sim=0.73 Mesures propres à réduire ou éliminer les rejets résultant d’une production et d’une utilisation intentionnelles
TM-LevT Mesures visant à réduire ou à éliminer les disséminations de la production non intentionnelle

+TM Mesures propres à réduire ou éliminer les rejets résultant d’une production non intentionnelle
KD Mesures visant à réduire ou à éliminer les rejets de la production non intentionnelle

+TM Mesures visant à réduire ou à éliminer les rejets provenant de la production non intentionnelle
REF Mesures propres à réduire ou éliminer les rejets résultant d’une production non intentionnelle

Figure 2: An example with the retrieved TM match and translations generated by TM-LevT and KD model. Bene-
fits taken from the TM match by TM-LevT are in blue. Segments KD model fails to make use of are in red.

sim > 0.6 sim ∈ [0.4, 0.6]

BLEU w/o TM w/ TM w/o TM w/ TM
copy - 52.6 - 34.5
Teacher 56.7 - 49.6 -
AR + KD 55.7 56.9 48.7 49.4
TM-LevT 52.6 65.9 45.7 53.3

+KD 54.3 57.1 47.6 49.3
+KD TM 53.8 56.0 47.3 48.5

Table 6: BLEU scores with and without KD. Teacher is
the teacher model used to distill the parallel data. +KD
applies KD to the training references, +KD TM applies
KD to both references and TM matches.

the multimodality issue in NAT (Zhou et al., 2020).
This issue may be less problematic in our context,
as the TM match already provides an explicit and
often unambiguous context for generating the miss-
ing words in the translation. In this case, KD is
even detrimental to the translation quality. This
is because using distilled references exposes TM-
LevT to imperfect translations (with BLEU scores
of respectively 56.7 and 49.6), only a few points
better than the initial TM matches (copy in Table 6).
This seems to limit TM-LevT’s ability in learning
to generate very high quality translation that it can
achieve when exposed to real references (+8.8 and
+4 BLEU on sim>0.6 and sim∈[0.4, 0.6], respec-
tively). For comparison, we also train an AR model
using the same KD data (AR + KD) and again ob-
serve very little gain when translating with TMs.
In fact, the limit of models using KD data, whether
using TMs or not, seems to be upper-bounded by
the performance of the teacher. These intuitions
are illustrated by the example in Figure 2.

4.4 Computational Trade-offs of TM-LevT

Inference speedup is the main advantage of using
NAT models. Table 7 compares the average decod-
ing time per sentence on all domains.10 Here, we

10We exclude PHP, for which AR generates many repeti-
tions, yielding very long runtimes that biased the average.

perform the inference speed analysis as a sanity
check. As discussed by Kasai et al. (2021), Helcl
et al. (2022) and Schmidt et al. (2022), comparing
the inference speed for NAT models could be tricky.
We follow here the recommendations of Helcl et al.
(2022) and use the same hardware conditions and
inference batch size for all settings, making our re-
sults as comparable as possible. TM-LevT is much
faster than AR both with and without TMs. We
also note that decoding with a TM match is always
slightly longer due to (a) finding matches; (b) en-
coding a longer input made of the source and the
TM match.11

Settings AR TM-LevT Speedup
w/o TM 5.91 2.53 ×2.34
w/ TM 7.80 3.43 ×2.28

Table 7: Average decoding time (ms) per sentence for
all domains of both sim > 0.6 and sim ∈ [0.4, 0.6].

sim > 0.6 sim ∈ [0.4, 0.6]

Systems w/o TM w/ TM w/o TM w/ TM
LevT 2.027 1.899 2.544 2.538
TM-LevT 1.781 1.348 2.260 1.880

Table 8: Average number of decoding iterations.

Using TMs in MT is expected to improve the
translation quality while also reducing the decoding
load, as useful tokens can be directly copied to the
output. This is not observed in AR approaches nor
in the original LevT, as both models always start
inference with an empty input. TM-LevT, however,
uses an initial translation to speed up decoding. We
report the average number of iterations required in
inference in Table 8, where we see that translating
with TMs reduces the decoding effort for TM-LevT
by about 20%, while it remains almost unchanged
for LevT. We also find that TM-LevT needs fewer

11The numbers in Table 7 only reflect the effect of (b), as
step (a) is the same for both AR and NAT models.
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iterations to converge than LevT in all conditions.
Note that the training time of TM-LevT is only
1.1-1.2× compared to LevT, which we think is an
acceptable overhead considering the large perfor-
mance gains and the reduction of decoding load.

4.5 Good Matches Increase MT Quality

TM-based models require good TM matches to
improve their translations; when none is found,
standard MT can be used instead. Defining the
minimal similarity for a match to be useful (0.4
in this paper) requires some tuning and the best
threshold may vary from corpora to corpora. In
this section, we take a closer look at the effect of
thresholding for the AR and NAT models consid-
ered here. We compute the best TM match for the
held-out set of Section 3.1, trying to find a matched
translation for all sentences without any filtering.
We then combine the held-out set with the two test
sets (sim>0.6 and sim∈[0.4, 0.6]) and bucket sen-
tences by the similarity of the best TM match. For
each bucket, we compute BLEU scores obtained
for various systems and plot results on Figure 3.
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Figure 3: BLEU scores when translating with TM
matches of various similarity ranges. The Copy strat-
egy uses the retrieved example as the final translation.

We first observe that the scores of all systems,
even those that do not use TMs, increase with bet-
ter TM matches: this is because test sentences with
better matches are also more similar to the training
data, thus easier to translate for all systems. Sec-
ondly, even with very good matches, both models
using TMs are able to improve over the Copy strat-
egy. Comparing AR to TM-LevT, we see that the
former is preferable across the board, even though
the gap closes when very good matches are avail-

able. The TM-based AR model is almost as good
as standard MT for poor matches and starts improv-
ing standard MT when sim≥0.4. In comparison,
we see for TM-LevT a small edge of standard MT
over translating with TMs which subsists as long
as sim<0.5; for higher similarity matches, trans-
lating with TMs gets much better scores. These
results suggest that thresholding may not be nec-
essary and that both TM-based architectures adapt
their behavior to the match quality, with hardly any
performance loss w.r.t. the standard MT approach.

5 Related Work

TM-based MT Most studies using TM sen-
tences to improve translations are based on AR
models and either use a second encoder to integrate
the TM match or concatenate it to the source in
the same encoder. The former approach is illus-
trated by Gu et al. (2018b), who rerun the trans-
lation model as an encoder to encode the similar
translation. Xia et al. (2019) alternatively use a
compact graph as the second encoder. Another
work along this line is He et al. (2021), which en-
codes the TM match using the decoder embedding
matrix and performs a cross-attention between the
decoder input and the encoded TM match. Be-
sides, Cai et al. (2021) directly search in a corpus
of target sentences with a cross-lingual similarity
and encode the resulting sentences with a dual en-
coder approach similar to Junczys-Dowmunt and
Grundkiewicz (2018). Single encoder approaches
are first explored by Bulte and Tezcan (2019), who
concatenate the TM match with the source to per-
form TM-based MT. This idea is extended by Xu
et al. (2020) by adding a second embedding feature
to distinguish related and unrelated tokens and by
Pham et al. (2020), who use both source and target
sentences of the matched TM. Zhang et al. (2018)
explore a different direction to improve translation
with retrieved segments instead of complete sen-
tences. Khandelwal et al. (2021) further propose
k-nearest neighbor MT by searching for target to-
kens that have similar contextualized representa-
tions at each decoding step, an approach contin-
ued by Zheng et al. (2021) with dynamic neighbor-
hoods.

NAT with Augmented Resources Several
works have studied ways to integrate extra infor-
mation into NAT architectures, mostly using the
LevT model as their starting point. Susanto et al.
(2020) incorporate lexical constraints with LevT
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by simply initializing the decoder with constraint
words inserted in a predefined order; this limitation
is lifted in the EDITOR model of Xu and Carpuat
(2021), who introduce a repositioning operation
to allow constraints to be inserted in arbitrary
order. Zeng et al. (2022) pay particular attention
to low-frequency constraints by preventing rare
tokens from being removed when generating
training samples for the insertion operation. The
most relevant study to this paper is the recent work
by Niwa et al. (2022), who also seek to improve
LevT with TMs, using good matches to initialize
the decoder. This work only mildly departs from
the vanilla LevT with a small modification of the
deletion operation to remove unrelated tokens
and only compare with standard MT, failing to
contrast their improvements with TM-based AR
models. Finally, Xu et al. (2022) also explore
the integration of TMs into the original LevT
model, but fail to obtain improvements over a copy
baseline.

6 Conclusion

In this paper, we studied ways to augment the LevT
architecture with TMs. Our proposal adds an initial
deletion operation during training to detect possi-
ble unrelated tokens present in TM matches. By
copying the TM match both on the source side
and on the target side as an initial target sequence,
our model vastly outperformed the original LevT
model and achieved BLEU scores approaching
those of a strong AR model both when decoding
from scratch and when editing a TM match. Com-
pared to LevT, TM-LevT also generates transla-
tions that contain less unrelated tokens, and is able
to converge in fewer iterations. We also found that
training with TMs improves NAT performance on
standard MT. Finally, we have tried to combine
KD with our approach, concluding that it was more
hurting than helpful for TM-based architectures.

Limitations

NAT models such as LevT are more difficult to train
than AR models, as they require larger batch size to
converge. Our TM-LevT adds an initial deletion op-
eration during training, therefore slightly lengthen-
ing the training time by approximately 1.1− 1.2×
with respect to the basic LevT model. Due to com-
putational limits, we have not conducted experi-
ments on other language pairs, especially on more
distant language pairs. Even tough our findings ap-

ply for a wide range of domains, considering also
more languages would be helpful to fully validate
our observations.
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Jindřich Helcl, Barry Haddow, and Alexandra Birch.
2022. Non-autoregressive machine translation: It’s
not as fast as it seems. In Proceedings of the 2022
Conference of the North American Chapter of the
Association for Computational Linguistics: Human
Language Technologies, pages 1780–1790, Seattle,
United States. Association for Computational Lin-
guistics.

Xiao Shi Huang, Felipe Perez, and Maksims Volkovs.
2022. Improving non-autoregressive translation
models without distillation. In International Con-
ference on Learning Representations.

Marcin Junczys-Dowmunt and Roman Grundkiewicz.
2018. MS-UEdin submission to the WMT2018 APE
shared task: Dual-source transformer for automatic
post-editing. In Proceedings of the Third Confer-
ence on Machine Translation: Shared Task Papers,
pages 822–826, Belgium, Brussels. Association for
Computational Linguistics.

Jungo Kasai, Nikolaos Pappas, Hao Peng, James Cross,
and Noah Smith. 2021. Deep encoder, shallow
decoder: Reevaluating non-autoregressive machine
translation. In International Conference on Learn-
ing Representations.

Urvashi Khandelwal, Angela Fan, Dan Jurafsky, Luke
Zettlemoyer, and Mike Lewis. 2021. Nearest neigh-
bor machine translation. In International Confer-
ence on Learning Representations.

Yoon Kim and Alexander M. Rush. 2016. Sequence-
level knowledge distillation. In Proceedings of the
2016 Conference on Empirical Methods in Natu-
ral Language Processing, pages 1317–1327, Austin,
Texas. Association for Computational Linguistics.

Philipp Koehn and Jean Senellart. 2010. Conver-
gence of translation memory and statistical machine
translation. In Proceedings of the Second Joint
EM+/CNGL Workshop: Bringing MT to the User:
Research on Integrating MT in the Translation In-
dustry, pages 21–32, Denver, Colorado, USA. Asso-
ciation for Machine Translation in the Americas.
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A Details of Data Processing

Table 9 reports statistics of the ratio of TM matches
for various similarity ranges of the multi-domain
dataset described in Section 3.1. These ratios vary
greatly across domains.

Domain Raw sim > 0.6 sim ∈ [0.4, 0.6]

ECB 195,956 51.73% 14.06%
EMEA 373,235 65.68% 12.65%
Epps 2,009,489 10.12% 25.30%
GNOME 55,391 39.31% 11.06%
JRC 503,437 50.87% 16.67%
KDE 180,254 36.00% 10.81%
News 151,423 2.12% 9.65%
PHP 16,020 34.93% 12.38%
TED 159,248 11.90% 26.64%
Ubuntu 9,314 20.32% 8.26%
Wiki 803,704 19.87% 17.32%
Total 4,457,471 24.27% 20.00%

Table 9: Dataset statistics, with ratios of sentences with
at least one TM match for various similarity ranges.

B Detailed Results on Each Domain

BLEU and COMET scores for each domain are in
Tables 10, 11, 12, 13. The variation in scores across
domains is large, confirming that TM matches can
be very beneficial for some technical domains (e.g.
ECB, EMEA, GNOME, KDE, JRC), for which
we often find good matches that help to greatly
increase the performance. On the other hand, News,
Wiki and TED yield less matches, and these only
help for both the AR approach and TM-LevT when
the similarity is high (sim > 0.6).
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BLEU ECB EMEA Epps GNOME JRC KDE News PHP TED Ubuntu Wiki All
copy 59.8 64.5 34.4 70.3 67.6 55.3 12.0 38.6 30.8 51.6 47.4 52.6
AR 58.7 53.8 55.8 55.0 68.8 53.9 27.1 18.2 62.0 54.0 65.0 51.2
LevT 46.6 30.7 51.8 51.0 62.3 47.0 23.6 12.5 58.7 50.0 61.9 46.5
TM-LevT 53.0 49.7 53.2 51.5 64.7 50.8 24.5 37.1 59.5 50.4 64.0 52.6
COMET ECB EMEA Epps GNOME JRC KDE News PHP TED Ubuntu Wiki All
copy 0.4006 0.4625 -0.0797 0.4893 0.6893 0.1150 -0.6083 -0.1977 -0.4184 0.3296 0.2843 0.1330
AR 0.6333 0.6402 0.8137 0.7190 0.9057 0.5116 0.3241 -0.0556 0.7848 0.7031 0.7786 0.6143
LevT 0.4251 0.1322 0.7460 0.6181 0.8291 0.3879 0.2037 -0.6139 0.6912 0.5636 0.6947 0.4251
TM-LevT 0.5637 0.5559 0.7513 0.6355 0.8477 0.4218 0.1660 -0.0980 0.6929 0.5768 0.7335 0.5314

Table 10: BLEU and COMET scores for each domain, the task is standard MT with sim > 0.6. All is computed
by concatenating all test sets (11k sentences in total). Copy refers to copying the TM match into the output.

BLEU ECB EMEA Epps GNOME JRC KDE News PHP TED Ubuntu Wiki All
copy 59.8 64.5 34.4 70.3 67.6 55.3 12.0 38.6 30.8 51.6 47.4 52.6
AR 71.9 72.0 58.9 80.1 83.2 67.3 28.8 44.7 63.3 67.6 68.6 67.1
LevT 62.4 53.8 55.5 77.5 78.8 63.3 26.1 28.7 60.2 66.0 67.1 60.4

+tgt TM 60.2 63.8 34.8 69.6 67.7 54.5 12.5 38.8 31.1 52.1 47.5 52.8
TM-LevT 69.8 72.2 56.0 78.1 82.2 68.2 26.0 44.1 60.3 66.3 68.7 65.9
COMET ECB EMEA Epps GNOME JRC KDE News PHP TED Ubuntu Wiki All
copy 0.4006 0.4625 -0.0797 0.4893 0.6893 0.1150 -0.6083 -0.1977 -0.4184 0.3296 0.2843 0.1330
AR 0.7288 0.7211 0.8223 0.9143 0.9954 0.6299 0.3318 0.0801 0.7910 0.8610 0.8110 0.6985
LevT 0.5647 0.3384 0.7608 0.8617 0.9355 0.5683 0.2443 -0.2183 0.7203 0.8091 0.7618 0.5767

+tgt TM 0.4086 0.4573 -0.0075 0.5230 0.7062 0.1437 -0.5679 -0.1957 -0.3328 0.3710 0.3008 0.1639
TM-LevT 0.6792 0.7003 0.7591 0.8699 0.9696 0.6106 0.2093 0.0353 0.6923 0.8155 0.7614 0.6454

Table 11: BLEU and COMET scores for each domain, the task is MT with TMs with sim > 0.6. All is computed
by concatenating all test sets (11k sentences in total). Copy refers to copying the TM match into the output.

BLEU ECB EMEA Epps GNOME JRC KDE News PHP TED Ubuntu Wiki All
copy 47.3 47.6 12.7 52.6 53.0 42.7 5.8 29.7 8.2 35.1 13.0 34.5
AR 52.3 52.7 44.7 54.4 64.7 53.2 30.0 17.9 41.7 49.2 42.2 46.1
LevT 40.7 31.4 42.6 51.0 59.8 46.8 27.6 11.9 38.7 45.7 40.2 40.8
TM-LevT 47.9 47.7 41.5 51.6 61.1 50.1 26.8 34.3 38.0 46.8 41.0 45.7
COMET ECB EMEA Epps GNOME JRC KDE News PHP TED Ubuntu Wiki All
copy 0.0310 0.1527 -0.7608 0.1416 0.1919 -0.1703 -0.9719 -0.6279 -1.1419 -0.1837 -0.8222 -0.3784
AR 0.5229 0.5920 0.7735 0.7048 0.8834 0.5522 0.4688 -0.1819 0.5501 0.6363 0.4157 0.5379
LevT 0.2908 0.1245 0.6996 0.5956 0.8069 0.4140 0.3567 -0.7332 0.3979 0.5194 0.3011 0.3429
TM-LevT 0.4370 0.5231 0.6515 0.6205 0.8116 0.4576 0.2948 -0.2343 0.3655 0.5035 0.2600 0.4263

Table 12: BLEU and COMET scores for each domain, the task is standard MT with sim ∈ [0.4,0.6]. All is
computed by concatenating all test sets (11k sentences). Copy refers to copying the TM match into the output.

BLEU ECB EMEA Epps GNOME JRC KDE News PHP TED Ubuntu Wiki All
copy 47.3 47.6 12.7 52.6 53.0 42.7 5.8 29.7 8.2 35.1 13.0 34.5
AR 62.3 62.8 44.9 69.6 75.4 62.1 29.9 39.2 42.6 58.1 43.9 55.7
LevT 52.3 47.1 42.7 65.7 71.9 57.6 27.5 23.8 39.0 55.0 40.8 49.3

+tgt TM 47.4 48.0 13.2 53.2 53.5 42.9 6.0 29.7 9.1 37.1 13.2 35.0
TM-LevT 59.7 61.9 41.4 68.1 73.0 61.4 26.4 39.1 37.5 56.1 39.7 53.3
COMET ECB EMEA Epps GNOME JRC KDE News PHP TED Ubuntu Wiki All
copy 0.0310 0.1527 -0.7608 0.1416 0.1919 -0.1703 -0.9719 -0.6279 -1.1419 -0.1837 -0.8222 -0.3784
AR 0.5814 0.6607 0.7740 0.8380 0.9220 0.6217 0.4741 -0.1140 0.5543 0.7453 0.4344 0.5900
LevT 0.4283 0.2846 0.6998 0.7697 0.8746 0.5437 0.3660 -0.4900 0.4107 0.6676 0.2910 0.4404

+tgt TM 0.0487 0.1569 -0.7208 0.1883 0.2167 -0.1151 -0.9508 -0.6205 -1.0949 -0.1234 -0.8100 -0.3478
TM-LevT 0.5102 0.6281 0.6368 0.8142 0.8741 0.5814 0.2781 -0.1853 0.3523 0.6727 0.2172 0.4889

Table 13: BLEU and COMET scores for each domain, the task is MT with TMs with sim ∈ [0.4,0.6]. All is
computed by concatenating all test sets (11k sentences). Copy refers to copying the TM match into the output.
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