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Abstract

Although there has been a plethora of work on
open-domain conversational systems, most of
these lack the mechanism of controlling the
concept transitions in a dialogue. For activities
like switching from casual chit-chat to task-
oriented conversation, an agent with the ability
to manage the flow of concepts in a conversa-
tion might be helpful. The user would find the
dialogue more fascinating and engaging and be
more receptive to such transitions if these con-
cept transitions were made while taking into ac-
count the user’s persona. Focusing on persona-
aware concept transitions, we propose a Rein-
forced Persona-aware Topic-guiding Conver-
sational System (RPTCS). Due to the lack of
a persona-aware topic transition dataset, we
propose a novel conversation dataset creation
mechanism in which the conversational agent
leads the discourse to drift to a set of target con-
cepts depending on the persona of the speaker
and the context of the conversation. To avoid
scarcely available expensive human resources,
the entire data-creation process is mostly au-
tomatic with human-in-loop only for quality
checks. This created conversational dataset
named PTCD is used to develop the RPTCS
in two steps. First, a maximum likelihood es-
timation loss-based dialogue model is trained
on PTCD. The trained model is then fine-tuned
in a Reinforcement Learning (RL) framework
by employing novel reward functions to assure
persona, topic, and context consistency with
non-repetitiveness in generated responses. Our
experimental results demonstrate the strength
of the proposed system with respect to strong
baselines1.

1 Introduction

Due to the abundance of conversational corpora,
there has been a great interest in building open-

§equal contribution
1Codes and dataset available at https://github.com/

zishan-ahmad-nlp/persona-topic-shift

Figure 1: An illustration of the suggested task. The persona
profile and the concept path to the target concept serve as the
foundation for the created dialogues.

domain conversational systems2 (Huang et al.,
2020). While capable of producing fluent re-
sponses, these systems also frequently generate
generic responses devoid of any useful information
(Gao et al., 2019). Human discourse is complex
and difficult to replicate as it often covers a wide
range of topics (Winograd, 1977). Hence, the key
to a multi-turn conversation’s success is striking a
balance between effectively changing the subject
and keeping it on-topic (See et al., 2019).

It is also seen that even if open-domain con-
versational systems employ topic shift, they are
not able to engage user due to absence of knowl-
edge of user’s own perceptions. Therefore, to
achieve a robust topic shift guiding conversational
system, it has to evolve away from the prior fac-
tual information systems (Leuski et al., 2006) to-
wards a novel blend of both task-oriented and non-
task-oriented systems (Akasaki and Kaji, 2017).
However, they may fail to engage user in difficult
multi-turn information-seeking tasks or dialogues
(Trippas et al., 2020) and may also suffer from
“anomalous state of knowledge” (Belkin and Vick-
ery, 1985) where the user has vague information
requirements and is often struggling to articulate it
with enough precision in a conversation. Thus, we
require context-sensitive user guidance that does
not assume a rigid hierarchy of the user’s plans and

2we use the terms conversational system/agent, dialogue
system/agent, agent, and chatbot interchangeably.
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work objectives. Such a guidance, can be achieved
by utilising persona information of user with the
ongoing dialogue. This will drive the conversation
from one topic to a different one in consonance
with the user’s interests.

Focusing on these two aspects, we propose a rein-
forced persona aware topic guiding conversational
system (RPTCS). Due to scarcity and expensive-
ness of human resource, first, employing minimal
manual intervention, we present a novel persona
aware topic guiding conversational dataset (PTCD)
created employing a novel automatic conversation
creation mechanism. Majority of the topic shift
guiding conversational systems leverages only the
concept space knowledge to represent the poten-
tial conversation flow (Wu et al., 2019; Zhou et al.,
2020; Zhang et al., 2020; Wang et al., 2021; Qiu
et al., 2022). These approaches are predicated on
a restricted defined logical premise: individuals
would be interested in talking about any random
concept. This presumption can be too straightfor-
ward to mimic topic flows in real human conver-
sations. In this work, we take a significant step
toward developing a proactive conversational agent
that is more attuned to a user’s personality with
a clear conversation aim. We aim at training a
system that is able to decide on topic shifts and
generate responses that reflect these logical topic
shifts, while also considering the user persona. Fig-
ure 1 shows an example of this task. Since bringing
an open-domain conversation to a task-oriented do-
main is one of the key use cases for this system,
we chose the concepts popular in the latter domain
(Eg. restaurant, travel, clothing, smartphone, etc.).

Using PTCD, we first train a maximum likeli-
hood estimation (MLE) loss-based conversational
employing a language model (LM) GPT-2 small
(Radford et al., 2019). This trained model is
then fine-tuned in a Reinforcement Learning (RL)
framework using novel rewards designed to assure
persona, concept, and context consistency with non-
repetitiveness in the generated responses. The key
contributions of this work are four-fold (i). Pro-
posal of a new task to build a persona-aware con-
versation system for targeted topic transitions and
creation of a novel datatset PTCD to tackle the
task in-hand; (ii). A novel semi-automatic persona
aware topic guiding corpus creation method using
pre-trained models (can be adapted to the other
similar tasks in the broad area of dialogue systems),
(iii). Designing a novel reward function to built

the proposed system RPTCS in an RL framework.
(iv). Performed extensive automatic and human
evaluation by designing two novel evaluation met-
rics to evaluate topic and context consistency to
demonstrate strength of the proposed system.

2 Related Work

To have a human-like conversation and avoid off-
topic response generation, several methods have
been explored (Ghazvininejad et al., 2018; Harri-
son et al., 2020). The research community has em-
ployed ConceptNet (Speer et al., 2017) to mimick
concept transitions in human conversations, (Zhou
et al., 2018), such as: Zhang et al. (2020) used con-
cept relations with 2-hop nodes, to account more
thoroughly human concept shifts. However, none
of the works have taken into account the persona
of the user to guide the topic shift in the conversa-
tion which may act as a crucial component to have
effective communication.

Some benchmark conversation datasets has been
proposed to assess the conversation focusing on dif-
ferent personal attributes such as: (He et al., 2017)
predicts the next topic based on social and cultural
situation, ETHICS dataset constitutes the conversa-
tion based on the concept of morality (Hendrycks
et al., 2020). Hsu et al. (2018) presents emotion
labelled EMOTIONLINES dataset, Yu et al. (2020)
proposes a social relation inference based DIALO-
GRE dialogue dataset. Zhang et al. (2018) pro-
posed PERSONA-CHAT dataset to make chit-
chat dialogues more engaging by conditioning
them on user’s profile information. Most of these
datasets are collected through crowdsource work-
ers. To obtain such a large human resource is ex-
pensive, time-consuming, and can be infeasible.
We investigate an automatic data creation approach
requiring minimal manual intervention as an alter-
native to this.

Recently, Wang et al. (2021) proposed a multi-
turn topic-driven NaturalConv dataset ensuring a
smooth topic shift in conversations. Our work here
is different from the existing topic-shift guiding
conversational systems in three aspects. First, we
followed an automatic dialogue data curation pro-
cess. Second, the topic shift in the conversations
is guided using ConceptNet as well as the persona
of the user. This ensures both goals of an effec-
tive communicator viz. completing the task and
maintaining the face of the user. Third, we built a
persona aware topic guiding conversational system
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in an RL framework using novel efficient and effec-
tive reward function. To the best of our knowledge,
our proposed setup is novel and has not been tried
before.

3 Dataset Creation

To tackle the persona-aware concept shift to a target
concept, we create and propose a novel dataset. We
come up with a novel semi-automatic data creation
technique involving prompting a GPT-J model and
human intervention for quality control. The entire
dataset creation consists of the following steps:
Obtaining Seed Data: To start the few-shot di-
alogue generation, we required a seed utterance
from a user with some assigned persona. To build
In PERSONA-CHAT-grounded topic-shifting con-
versations“the first utterance of a conversation (fo-
cused on a persona-profile) in the PERSONA-
CHAT (Zhang et al., 2018) is selected. In
PERSONA-CHA", persona profiles are defined as
“profiles that are natural and descriptive, and con-
tain typical topics of human interest that the speaker
can bring up in conversation". The concepts in the
seed utterance is obtained by extracting words with

‘nouns’, ‘adjectives’, and ‘verbs’ Part-of-Speech
(PoS) tags. We call these first utterance concepts as
the source concept. The objective here is to guide
the conversation away from the source concept and
toward a target concept. Concepts like ‘travel’,

‘restaurant’, ‘shopping’, ‘electronics’, etc. are cho-
sen as the system’s target concepts.
Concept Path Creation and Selection: To have
smooth and logical transition and avoid abrupt
source-to-target concept jump, we make use of
Concept-Net (Speer et al., 2017). First, employing
Dijkstra’s algorithm, the shortest distance between
all the source-concepts in the seed dialogue and
all the target-concepts is calculated. This results
in multiple paths between each source and target
concepts. From these multiple paths only one path
has to be selected for the desired concept transition
in dialogues, i.e., based on the ongoing topic and
persona, the conversation must be able to switch
to the most suitable target and path. Although it
would be ideal for the conversation to veer toward
a subject (concept) relevant to the user persona,
the context of the conversation may not permit it.
Hence, a balance is aimed between context and
persona relevance. We extend the use of RoBERTa
(Liu et al., 2019) for contextual concept selection as
proposed by Yasunaga et al. (2021) to concept-path

selection. Let P = {p1, p2, ..., pN} be the persona
profiles of a user where pi = {w1, w2, ..., wm} is
a persona sequence. Each concept-path t to the
target is denoted by Ct = {c1, c2, ..., ct}, where
cj is a concept in the path. For each pair of per-
sona sequence and concept-path, persona relevance
probability is computed using the RoBERTa head
(LMhead). The probabilities are then averaged to
obtain Ppersona as shown in Equation 1 and 2.

Pseqp = LMhead(LMenc([pi : Ck])) (1)

Ppersona = Avg(Pseqp[c1k, c2k, ..., ctk]) (2)

Here, [:] is the concatenation operation. Using
the same RoBERTa LMhead, the path probability
Pconv with respect to the conversational context
for a conversation D = {U1, U2, ..., Un} is com-
puted (Ui are utterances in the dialogue). To obtain
Pconv, Pi in encoder LMenc are replaced with Dp

(Equation 3 and averaging the probabilities of the
concepts (Equation 2).

Pseqc = LMhead(LMenc([Dp : Ck])) (3)

Pconv = Avg(Pseqc[c1k, c2k, ..., ctk]) (4)

From the obtained persona Ppersona and contextual
Pconv concept-path probabilities, the path with the
highest probability is selected.
Utterance Generation: After selecting seed utter-
ances, new utterances are generated utilizing GPT-
J (Wang and Komatsuzaki, 2021) (Brown et al.,
2020). Taking advantage of few-shot prompting
capability of the GPT-J model, few manually writ-
ten sample conversations following the appropriate
persona and context relevant topic transitions are
used. 3. This prompt is followed by the current
seed dialogue and selected path and given as in-
put to GPT-J, which generates the next utterance
of the dialogue. To lead the conversation, all con-
cept transitions are initiated by the agent. Top_k
sampling (Fan et al., 2019; Radford et al., 2019) is
used during utterance generation and 10 candidate
responses for each input utterance is generated.
Utterance Selection: Best response out of the
10 candidates is selected by taking into account
persona-entailment, current concept relevance, and
conversation context relevance. To assess the level
of persona-entailment in the produced outputs, a
Natural Language Inference (NLI) model using
the Dialog NLI dataset is trained (Welleck et al.,

3Example of the designed prompt is given in Section A.2
of the appendix
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Total Train Test Valid
#Dialogues 2,586 1,945 406 236
#Utternaces 13,746 10,310 2,436 1,000
#Unique Concepts 1,843 1,505 617 314
#Unique Paths 1,738 1,372 316 184
Avg Path Length 3.55 3.54 3.57 3.57

Table 1: Statistics of the dataset created

2019). by fine-tuning a pre-trained BERT (Devlin
et al., 2018) model4. The probability score of en-
tailment P pi

ent of a given utterance Uk with respect
to a persona pi are obtained by final softmax layer.
Averaging the P pi

ent gives the final entailment score
PUk
ent for a candidate utterance Uk. This entailment

score is calculated for both the user and agent ut-
terances to counteract the contradiction to a user’s
preferences.

To make the generated response pertinent to the
conversation’s context, contextual probability score
of the candidate utterance Uk is computed. To do
so, last utterance in the conversation Uk−1 is taken
in a sequence Sctx = Uk−1 [SEP] Uk, which in
turn is given as input to BERT to obtain the Uk’s
probability score PUk

ctx with the next sentence.
To ensure the appropriateness of the created

utterance with the current concept, a concept-
relevance score is calculated.Again the BERT
model is used to encode the utterance Uk and
current concept cj to obtain the embedding rep-
resentation U emb

k , and cemb
j respectively. Then, the

concept-relevance score PUk
cpt is computed by tak-

ing the cosine similarity between U emb
K and cemb

j .
Equation 5 is used to calculate each candidate’s
final score for each speech.

PUk
final = αPUk

ctx + βPUk
ent + γPUk

cpt (5)

We set the values of the constants α, β, and γ as
0.38, 0.30, and 0.32 through several quality evalu-
ations (Detailed in Section A.1.2). The candidate
with the highest Pfinal score is chosen as the next
utterance.
Manual Filtering of Dialogues: Once the com-
plete conversational dataset is obtained, by itera-
tively employing the above steps. These dialogues
are quality-checked by human evaluators. Each
utterance is scored using two parameters, viz. Hu-
manness and Concept Consistency. Each utterance
is evaluated with a score of 0, 1, or 2, w.r.t these
two parameters where 0 denotes the lowest and
2 denotes the highest. Three human experts with

4Test set accuracy of NLI model is obtained as 88.43%.

post-graduate qualifications were asked to rate all
the generated utterances. These professionals are
regular employees in our research group and have
2 years of expertise in related fields. Following the
ratings, dialogues with utterances having a score
of 0 by any expert for ‘humanness’ or ‘concept
consistency’ are eliminated.

4 Persona-aware Topic-guiding
Conversational System

We build our proposed system RPTCS in two
phases. In first phase, an MLE-loss-based conver-
sational system (MLCS) is trained to learn the user
and agent’s utterances distribution and obtain natu-
ral language interaction. In the second phase, this
MLCS is fine-tuned in an RL framework employ-
ing proximal policy optimization (PPO) (Schulman
et al., 2017)ss method to generate persona-aware
topic guiding utterances.

4.1 Phase 1

A multi-turn conversation can be represented as
C = {a0, u0, ..., aT−1, uT−1}, where, a and u
denotes the agent’s and user’s utterances. Each
conversation is further attributed with a persona
p = {p1, p2, ..., pm} having a set of m persona
statements of user, a topic-path tp = {tp1 →
tp2 → .. → tpk}, with k topics, had to be followed
in conversation, and with each of the agent’s utter-
ance, a < topic > (any one tpi from tp) to which
conversation has to be guided. Following (Wu et al.,
2021), the probability distributions over the con-
versation C’s utterances concatenated with user’s
persona p, topic-path tp, and agent’s < topic > to
be guided are decomposed into two LMs viz. one
for user and other for agent denoted as ρu and ρa,
respectively. Given the conversation context, the
LMs ρu and ρa predict the next token in an agent’s
generated response r = {r1, r2, ..., rt} with t to-
kens. The joint probability for an utterance ui or
ai can be formulated as:

ρu(ui|u<i, a<i) =

tui∏

j=1

ρ(rj |r<j , p, tp, u<i, a<i)

(6)

ρa(ai|u<=i, a<i) =

tai∏

j=1

P (rj |r<j , tp<i, u<=i, a<i)

(7)
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User Persona (i). i enjoy killing sea creatures. (ii). i’m a fan of animals. (iii).i’m practically a chef !
(iv). my father was in the car industry. (v). i enjoy life.

Seed User Utterance hey ! i’m a happy camper this evening . just finished making dinner .
Selected Concept Path [‘camper’, ‘backpack’, ‘food’, ‘restaurant’]

Speaker Generated Utterance Concept
Agent i am a fan of backpacking. i know a lot of people who are happy in their camp. backpack
User i would love to go backpacking but i dont have enough money to afford one. backpack

Agent i have been known to carry around my backpack full of food, i just have a
big appetite. food

User i just love food. food
Agent you must know your restaurants then. restaurant

Table 2: Sample dialogues from the corpus generated using our method.

Finally, the conversational system ρθ(C) defined
on conversation C is trained by maximizing the
likelihood estimation.

ρθ(C) =

T−1∏

T=0

ρu(ui|u<i, a<i)ρa(ai|u<=i, a<i)

(8)

4.2 Phase 2

To generate persona-aware and topic-consistent
responses ρθ(C) (MLCS) is fine-tuned in an RL
framework. For a given context, ρθ(C) generates
n possible candidates. These candidate responses
are then quality-checked in terms of persona aware-
ness, topic consistency, context consistency, and
repetition using respective rewards.

4.2.1 Rewards
To achieve utterance-persona and utterance-topic
consistency in generated responses, we design two
novel task-specific rewards viz. Utterance-Persona
consistency (R1) and Utterance-Topic consistency
(R2). Similarly, to ensure conversation properties
like contextual correctness and non-repetitiveness,
two generic rewards are designed viz. Context con-
sistency (R3) and Non-Repetition (R4). Lastly, a
compound reward function R, considering both
task-specific and generic rewards is computed,
which outputs the end reward value for the gen-
erated candidate response.
Utterance-Persona consistency Reward: The
essence of engaging response generation also re-
lies on persona of the user, hence a conversational
system should be able to maintain the utterance-
persona consistency in the generated responses.
This problem of utterance consistency with per-
sona statements of user can be characterized as a
natural language inference (NLI) problem, having
three labels viz. entailment, neutral and contradic-
tion. Entailed responses are consistent with per-
sona whereas contradictory responses are inconsis-

tent, hence, should be penalized. To build our NLI
model, BERT (Devlin et al., 2018) is employed
as a classifier, which takes input persona p and
generated candidate response r with a < SEP >
tag, and outputs one of three classes through a hot
vector [ce, cn, cc] (entailment ce, neutral cn or con-
tradiction cc). To achieve the respective class prob-
abilities, a softmax is applied on this hot-vector, i.e.
[probce , probcn , probcc ] = softmax([ce, cn, cc]).
The predicted entailed probability is used to design
the reward R1 which can be written as:

R1 = probce(rT , p) (9)

where rT represents the generated response at turn
T . It can be inferred that R1 will reward more, if
entailment probability is high.

Utterance Topic Consistency Reward: A topic
guiding conversational system should not deviate
from the topic in-hand. It should be forced to
generate topic consistent utterances by rewarding
the ones which employ the required topic. To for-
mulate the utterance topic consistency, we consid-
ered cosine similarity between topic and utterance
which is calculated using Sentence-BERT (Reimers
and Gurevych, 2019). R2 can be written as:

R2 = cos(rT , tpT ) (10)

where tpT represents the topic at turn T . Higher
cosine similarity values will lead to higher rewards
for utterance topic consistency.
Context Consistency Reward: A conversational
system is required to generate context consistent
responses. Therefore, to assess context consistency,
we devise a reward by calculating cosine similarity
(using Sentence-BERT (Reimers and Gurevych,
2019)) between generated response and agent’s and
user’s utterance at turn T . R3 can be formulated
as:

R3 =
1

2
× (cos(rT , aT ) + cos(rT , uT )) (11)
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Figure 2: Architectural overview of the proposed RPTCS. It is first initialized with trained MLE-loss based model ρθ(C),
then is fine-tuned employing PPO-loss utilizing novel reward R to build a persona aware topic guiding conversational system
(RPTCS)

.

Non-Repetition Reward: Due to repetitive same
response generation in a conversation, user’s may
not show engagement in the conversation. Hence,
the generated responses should be diverse with
each turn of the conversation. To ensure this, we
design a Non-repetition reward R4 by computing
Jaccard distance (Jaccard, 1912; Tanimoto, 1958)
between generated responses rT and rT−1 at turns
T and T − 1, respectively. R4 can be given as:

R4 = 1−
(
grT−1 ∩ grT
grT−1 ∪ grT

)
(12)

Reward Function: Lastly, to train the whole
system, reward function R is formulated using
weighted sum of all these four rewards. To ap-
proximate a better function, the sum of all weights
has been taken equal to 1.

R = δ1R1 + δ2R2 + δ3R3 + δ4R4 (13)

where δ1+δ2+δ3+δ4 = 1. The obtained value of
R assesses the quality of generated response, which
is further used to optimize the PPO loss, such that
model can learn to generate persona, topic, and
context-consistent responses.

4.2.2 Policy
A probability mapping function Pθ representing the
probability of generating an utterance r consisting
of L tokens gives the policy.

Pθ(r1:L|x) =
L∏

l=0

Pθ(rl|y<l, x) (14)

Proximal Policy Optimisation: Policy updates at
each each step are done using PPO method to en-
sure low variance. It seeks improvement on certain
parameters to update the existing policy such that
it is not too different from the old policy. First, ex-
pected reward is maximized using gradient ascent

on loss function J(θ),

∇θJ(θ) = Epr∼Pθ
[∇θlogPθ(r)Âr] (15)

Second, large deviations from old policy are re-
stricted by replacing the log term with an impor-
tance sampling and clipping is performed to pre-
vent catastrophic forgetting. It relies on specialized
clipping without any KL-divergence term (Kull-
back and Leibler, 1951) or any constraint in the
objective function.

LCLIP(θ) = Ê[min(prr(θ)Âr, clip(pry(θ),

1− ε, 1 + ε)Âr)]

Here, prr(θ) = Pnew
θ /Pold

θ denotes the ratio of
probabilities of the generated response between the
new and old policies. ε is the clipping range and Ây

is the estimated advantage which is the normalized
rewards in our case. Lastly, parameters are updated
using the following steps:

θk+1 = argmax
θ

E
s,a∼Pθk

[LCLIP] (16)

5 Experiments

5.1 Implementation Details
MLE loss based conversational system (MLCS) is
trained by employing two pre-trained GPT-2 small
(Radford et al., 2019) models, one for user and
other for agent. To fine-tune trained MLCS in
RL-setting, n = 3 is selected as per better loss,
after experimenting with different values of can-
didate responses i.e. n = 2, 3, 4, 5, 10. The can-
didate responses are decoded using nucleus sam-
pling (Holtzman et al., 2019) with temperature
T = 0.8 and probability p = 0.9. To train the
RPTCS seed_value = 10, human_reward =
10, max_candidate_length = 50 is adopted with
optimizer = AdamW (Loshchilov and Hutter,
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2017) and learning rate α = 2e− 05, ε = 0.2 and
epochs = 17. The reward weight combination of
0.3, 0.3, 0.2, 0.2 are chosen as the final weights for
δ1, δ2, δ3, and δ4, respectively (detailed weight op-
timization is given in Table 5 of appendix). Due to
space restrictions, detailed implementation details
of the NLI model to entail the utterance persona
consistency, and MLCM are given in Section A.1.3
of the appendix.

5.2 Evaluation Metrics
Both automatic and human evaluations are per-
formed to assess the performance of the proposed
system RPTCS. To evaluate all three tasks of
utterance-persona, utterance-topic and context con-
sistency, three metrics viz. U-PCon, U-TCon, and
CxCon respectively, are adopted. U-PCon compu-
tation can be formulated as below:

U − PCon =

∑n
j=1 classi(NLI)

n
(17)

where, class(NLI) gives one of three classes 1
(entailment), 0 (neutral), -1 (contradiction) and n
is the number of generated responses. U-TCon is
calculated as cosine-similarity between the gener-
ated response rT and topic tpT , i.e. cos(rT , tpT ).
CxCon calculates the average METEOR (Banerjee
and Lavie, 2005) score for n number of generated
responses with respect to the ground truth response
aT at turn T . It can be given as:

CxCon =
METEOR(rT , aT )

n
(18)

Further, to evaluate the quality of the generated
responses, Perplexity (PPL) and response length
(R-LEN) are calculated.

Human evaluation are performed by three evalua-
tors (regular employees in our research group) with
postgraduate experience and having proficiency in
similar tasks 5. Each evaluator is asked to inter-
act with the proposed system 20 times and evalu-
ate the conversations in terms of task-specific and
generic metrics. Former includes PerAw, TopGu -
to assess the persona awareness and topic guidance
respectively in generated conversations. Latter in-
cludes Fluen, Const, and N-Rep - to check fluency,
consistency, and non-repetitiveness of generated re-
sponses in interacted conversations. All metrics are
evaluated on an integer scale of 1-5 6.

5Human evaluators were paid as per our university norms.
6The scale 1-5 denotes low to high intensity such as PerAw

= 1 denotes highly persona awareness and PerAw = 5 denotes
no persona awareness.

6 Results and Analysis

RPTCS is compared with two baselines: (1.)
ARDM (Wu et al., 2021): A MLE loss based self-
play conversation model, which trains two GPT-2
medium models (one for user and one for agent) al-
ternatively. Here, as we are assessing only agent’s
performance, hence we train only one GPT-2 small
model. (2.) RPTCS-R: RPTCS with R = 0. Fur-
ther, to check the effects of each of the three as-
pects viz. concept-path, topic and persona, three
respective variants of ARDM viz. ARDM+CP
(ARDM considering concept-path), ARDM+CP+T
(ARDM considering concept-path and topic), and
ARDM+CP+T+P (ARDM considering concept-
path, topic and persons) are also trained to com-
pare. Lastly, to assess the importance of both task-
specific (Ts) and generic (Ge) rewards, RPTCS is
also compared with RPTCS-Ts (R = δ3R3+δ4R4)
and RPTCS-Ge (R = δ1R1 + δ2R2).
Automatic Evaluation: It can be noticed in Ta-
ble 3 that the proposed RPTCS performs better
than all four baselines viz. ARDM, RPTCS-R,
RPTCS-Ts and RPTCS-Ge in terms of all the
four metrics viz. U-PCon, U-TCon, PPL and
R-LEN. For task-specific metrics U-PCon, and
U-TCon, RPTCS achieves better scores of 95.8%,
and 0.414, respectively, with a significant differ-
ence of <18.9, 0.124>, <7.7, 0.095>, <8.4, 0.1>,
<6.7, 0.042>, and <3.5, 0.047> than the baselines
ARDM, ARDM+CP+T+P, RPTCS-R, RPTCS-Ts
and RPTCS-Ge, respectively. It can also be in-
ferred that the difference of U-TPer, U-TCon, Cx-
Con scores decreased in order ARDM>RPTCS-
R>RPTCS-Ge>RPTCS-Ts. This shows the im-
portance of task-specific rewards in our proposed
system RPTCS and it can be argued that utterance-
persona and utterance-topic consistency rewards
do force the system to adapt towards generating
persona and topic-consistent responses.

It can also be observed in the Table 3 that
RPTCS obtains better PPL = 6.14 score than that
of ARDM, ARDM+CP+T+P, RPTCS-R, RPTCS-
Ts and RPTCS-Ge with a difference of 2.53,
1.51, 1.10, 0.89, and 0.84, respectively. This
may be due to the Context consistency reward
which drives the model to generate responses con-
sistent with the conversation context, which, in
turn, leads to the generation of much more nat-
ural and fluent responses. Further, obtained a
score of R-LEN = 15.23 is also better than that
of ARDM, ARDM+CP+T+P, RPTCS-R, RPTCS-
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Model U-PCon U-TCon CxCon PPL R-LEN
ARDM (Wu et al., 2021) 76.9% 0.290 0.134 8.67 13.11
ARDM+CP 77.2% 0.303 0.145 8.34 13.21
ARDM+CP+T 77.4% 0.314 0.147 8.12 13.27
ARDM+CP+T+P 88.1% 0.319 0.160 7.65 13.86
RPTCS-R 87.4% 0.314 0.152 7.24 13.42
RPTCS-Ts 89.1% 0.372 0.161 7.03 14.27
RPTCS-Ge 92.3% 0.367 0.166 6.98 14.69
RPTCS 95.8% 0.414 0.178 6.14 15.23

Table 3: Results of automatic evaluation

Model PerAw TopGu Fluen Const N-Rep
ARDM 2.69 2.13 3.11 3.83 2.94
ARDM+CP+T+P 3.41 2.64 3.57 4.02 3.21
RPTCS-R 3.31 2.66 3.65 3.98 3.26
RPTCS-Ts 3.40 2.70 3.71 4.12 3.42
RPTCS-Ge 3.62 2.81 3.84 4.04 3.37
RPTCS 3.82 2.96 4.01 4.14 3.55

Table 4: Results of human evaluation

Ts, and RPTCS-Ge with a difference of 2.12, 1.37,
1.81, 0.99, and 0.54, respectively. This indicates
that the RPTCS is able to generate longer re-
sponses, hence, showcasing more engagingness
with the user. It can be due to the incorporation of
all four rewards where R1, R2, and R3 play the cru-
cial role of persona, topic, and context consistency,
and R4 maintain the non-repetitiveness, hence,
driving the agent to build the rapport with a user as
well as be on the goal topic by generating diverse
and interactive responses. Engagingness rewards -
forcing the model to generate more interactive and
engaging responses. Lastly, it can also be seen in
Table 3 that PPL ter and R-LEN scores of RPTCS
decreased in order ARDM>RPTCS-R>RPTCS-
Ge>RPTCS-Ts>RPTCS, hence, strengthening
our hypothesis for the requirement of both task-
specific and generic rewards to generate persona
aware topic consistent responses.

Human Evaluation: Table 4 shows the hu-
man evaluation results for all five models viz.
ARDM, ARDM+CP+T+P, RPTCS-R, RPTCS-Ts,
RPTCS-Ge and ARDM, RPTCS-R, RPTCS-Ts,
and RPTCS. It can be noted that RPTCS yields
better scores of PerAw, TopGu, Fluen, Const and
N-Rep as compared to the the baselines, ARDM,
RPTCS-R, RPTCS-Ts and RPTCS-Ge. Scores of
Fluen: 4.01, Cons: 4.14, and N-Rep:3.55 implies
that all the four rewards R1, R2, R3, and R4 play
a critical role in obtaining most fluent, consistent,
and non-repetitive responses as compared to other
four models. Further, in terms of PerAw, and
TopGu, RPTCS attains well scores of 3.82, and
2.96, respectively, showcasing the importance of re-

wards R1, and R2. Therefore, it can be inferred that
employing utterance-persona and utterance-topic
consistency rewards helps the proposed model to
generate persona-aware responses and is able to
guide the conversation keeping the topic intact.

7 Conclusion

For an open domain conversation to be success-
ful, proper concept transition befitting the context
is essential. Further, persona awareness of the
user may lead to user adaptive response genera-
tion, hence, resulting in more engaging and inter-
active conversations. Therefore, a conversational
agent should be able to transition the concept ef-
ficiently as well as build a rapport with the user
by understanding his/her persona. To encompass
both of these aspects, we proposed here a Re-
inforced Persona-aware Topic-guiding Conversa-
tional System (RPTCS). First, we create a persona-
aware topic transition dataset (PTCD) by leverag-
ing the few-shot prompt feature of the language
model. Second, employing GPT-2 small, we train
an MLE loss-based conversational model (MLCM)
on PTCD. Lastly, using a novel designed reward
function to ensure aspects of persona, topic, and
context consistency with non-repetitiveness, we
fine-tune MLCM adopting PPO loss optimizer in an
RL framework. Automatic and human evaluation
results strengthen the design and use of rewards
and concludes that our proposed model RPTCS
achieves state-of-the-art performance compared to
the strong baselines. Our results also concludes
that RPTCS is able to retain and facilitate persona
awareness, naturalness, and consistency at par in

3489



an ongoing dialogue.
In the future, we would like to look into person-

ality traits such as age, gender, etc. to model a
persona-aware conversational system.

8 Limitations

RPTCS has also some limitations. First, to cre-
ate the data, GPT-J is used which requires a large
GPU memory size (here, 40 GB). Further, empiri-
cal analysis for each of the possible combinations
of different rewards weights may lead to model
training and validation time to months. Hence,
some heuristics should be used to choose the set of
combinations of rewards and reward weights (such
as here, we restricted the reward weight sum as 1).

When interacting with the system, if users con-
tinuously state short and direct responses such as

’Yes’, ’I don’t know’, ’No’, ’I can’, ’Okay’, then
the system first tries to respond by inquiring about
topic like ’restaurant’, ’job’, ’shopping’ or ’travel’
but after two or three turns starts deviating and gen-
erating out of the context or hallucinated responses.
It is also seen that sometimes model starts attend-
ing persona statements of the user frequently and
generate most of the time only persona awared re-
sponses which tend to be out of context. Hence, the
model should be forced to generate only relevant re-
sponses and persona attention should be controlled.
This opens up the door for future studies to build
a controlled persona aware topic guiding conversa-
tional system.

9 Ethical considerations

We use a freely available dataset under a Creative
Commons license to create our new dataset. The
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and in complete compliance with the license. The
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ing that the data will be used only for research pur-
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A Appendix

A.1 Implementation Details
A.1.1 Data Creation Models Details
All the models were implemented using PyTorch
(Paszke et al., 2017). The BERT model trained on
the Persona-NLI dataset was implemented using
the transformers library (Wolf et al., 2019). The
BERT model was initialized with the weights of
‘bert-base-uncased’. The model was trained with an
initial learning rate of 1e-4 with a linear schedule
and a warmup (Vaswani et al., 2017), using the
Adam Optimizer (Kingma and Ba, 2015). Mini-
batches of size 8 were used during training.

A.1.2 Values for utterance selection constants:
The values of α, β, and γ were determined empiri-
cally. Initially, all the values were set to 0.33. Then
to ensure a balance between concept-consistency,
persona-entailment, and context-relevance, these
values are varied only in the range of 0.30 to 0.40.
It was found that a higher value of α (i.e. of context-
relevance) resulted in more human-like utterances
by avoiding abrupt transitions. The value of γ
lower than 0.32 resulted in generating a higher num-
ber of concept-agnostic utterances. In this manner,
the final values of α=0.38, β=0.30, and γ=0.32 are
obtained.

A.1.3 Maximum Likelihood Estimation loss
based Conversational Model

To train MLE loss based dialogue model, two
pre-trained GPT-2-medium models (Radford et al.,
2019) with 345M parameters are used to model
the persuadee’s and persuader’s utterances. Here,
pre-trained GPT-2-medium model consists of 24-
layers, 1024 hidden units and 16 heads. We use
Byte-Pair Encoding (Shibata et al., 1999) to tok-
enize the words. The dialogue model is trained
with a learning rate = 3e-5, using AdamW opti-
mizer (Kingma and Ba, 2015) with 100 warm-up
steps and dropout rate of 0.1.

A.1.4 Specifications of Computational
Resource

To train the transformer based NLI model, MLE-
loss based conversational model and proposed
RPTCS, following configurations are used:

• GPU: A100-PCIE-40GB.

• CUDA Support: CUDA 11.x (or later.

• Memory clock: 1215 MHz.

• Total board power: 250 W.

• GPU clocks: Base: 765 MHz, Boost: 1410
MHz.

• Memory Size: 40 GB.

• Memory Type: HBM2.

• Bus Width: 5120 bits.

A.1.5 Model Run time Specifications
RPTCS takes approximately 3 mins/epoch to train
the model, hence for 30 epochs, it took 90 minutes
to train the model. Further, if we try to perform val-
idation along with training, considering three candi-
date responses per utterance per dialogue, RPTCS
takes approximately 30 mins/epoch, hence, total
time it took for 900 minutes (15 hours) to train and
validate the model. Finally, to evaluate the model,
the testing of proposed system takes approximately
5 minutes for 200 utterances.

REWARD WEIGHT OPTIMIZATION
δ1 δ2 δ3 δ4 PPL
0.4 0.4 0.1 0.1 6.53
0.1 0.1 0.4 0.4 6.82
0.2 0.2 0.3 0.3 6.64
0.2 0.3 0.3 0.2 6.44
0.3 0.2 0.3 0.2 6.30
0.3 0.3 0.2 0.2 6.14

Table 5: Weight Optimisation using different values of
δ.

A.2 Data Creation
In total 22 concepts were used as targets for obtain-
ing the path. The complete list of the concepts is
as follows: (i). travel, (ii). journey, (iii). voyage,
(iv). outing, (v). restaurant, (vi). hotel, (vii). inn,
(viii). diner, (ix). cafe, (x). canteen, (xi). bar,
(xiii). shopping, (xiv). mall, (xv). market, (xvi).
grocery, (xvii). electronics, (xviii). mobile, (xix).
laptop, (xx). computer, (xxi). smartphone, and
(xxii). camera.

We use six-shot prompts to generate the syn-
thetic data. We provide a sample of the one-shot
version of the prompt below. At the end of the
sequence, we also append the persona, path, and
utterances for which the next utterance needs to be
generated. The six-shot prompt follows the same
pattern with six examples in the input sequence.
We restrict our prompt to six shots since the maxi-
mum sequence length allowed in GPT-J is 2,048:
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<startdial>
<persona> i enjoy sprinting and long races. | i
am at the end of my career. | i recently started
a position helping others with daily challenges
| i used to be very unhealthy. </persona>
<transitions> retirement -> retreat -> travel
</transitions>
<topic> topic remain | retirement </topic> user:
i am thinking about my upcoming retirement .
<topic> topic transition | retirement -> retreat
</topic> agent: you should go on a retreat, it
will help clear your mind and keep you healthy
.
<topic> topic remain | retreat </topic> user:
i’ve been thinking about it, but i am a little
short on money .
<topic> topic transition | retreat -> travel
</topic> agent: maybe you could go on a trip
to a country with low cost of living.
</enddial>

<startdial>
<persona> like to tinker with machines. | i had
a run-in with the law | i enjoy seeing nature. | i
am not an honest person. </persona>
<transitions> scene -> photo -> camera
</transitions>
<topic> topic remain | scene </topic> user: the
sunset makes for a great scenery .
<topic> topic transition | scene -> photo
</topic> agent:
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