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Abstract

As Task-Oriented Dialog (TOD) systems have
advanced, structured DB systems, which aim to
collect relevant knowledge for answering user’s
questions, have also progressed. Despite these
advancements, these methods face challenges
when dealing with subjective questions from
users. To overcome this, DSTC11 released a
subjective-knowledge-based TOD (SK-TOD)
dataset and benchmark. This paper introduces
a framework that effectively solves SK-TOD
tasks by leveraging a Large Language Model
(LLM). We demonstrate the proficient use of
LLM for each sub-task, including an adapters-
based method and knowledge-grounded data
augmentation. Our proposed methods, which
utilize LLM as an efficient tool, outperform
baseline performance and approaches that di-
rectly use LLM as a one-step sub-task solver,
showing superior task-specific optimization.

1 Introduction

In many Task-Oriented Dialog (TOD) systems, to
ensure accurate responses to user inquiries, it is
often necessary to generate system responses by ex-
tracting relevant information from a preprocessed
database (Liu and Lane, 2017; Zhong et al., 2018).
However, this method shows a generalization lim-
itation, making it difficult to extend to other do-
mains or new information. To overcome this lim-
itation, research has been conducted to generate
system responses based on factual information us-
ing Frequently Asked Questions (FAQs), a readily
available source of factual information (Kim et al.,
2022).

However, DSTC11 Track51 presents a new lim-
itation that previous research and datasets cannot
handle users’ subjective requests (e.g."Do they
have nice outdoor dining area?"). Therefore, they
have released a subjective-knowledge-based TOD

*Equal contribution, co-first authors
1https://github.com/alexa/dstc11-track5

Figure 1: Diagram for each step of solving the SK-TOD
task. The leftmost (blue) section represents the overall
pipeline for addressing SK-TOD. The middle (orange)
section shows the types of models fine-tuned specifically
for each task. The rightmost (green) section indicates
the augmentation process enhanced through LLM to
improve the performance of the fine-tuned models.

(SK-TOD) dialog dataset, which allows for appro-
priate subjective knowledge (reviews) for user’s
subjective requests (Zhao et al., 2023).

DSTC11 Track5 defines three sub-tasks to gen-
erate appropriate system responses through the SK-
TOD dataset. (1) Finding knowledge-seeking turns,
(2) Selecting knowledge (reviews or FAQs) based
on the dialog history of each knowledge-seeking
turn, and (3) Generating system responses based
on the selected knowledge and dialog history. The
baseline of DSTC11 Track5 selects optimized mod-
els for each pipeline and fine-tunes them on the
given dataset. However, about 50 percent of the
total dataset requires knowledge selection turns, so
from Task2 onwards, the dataset for the learning
process decreases, which may similarly result in
performance degradation.

In particular, recent research shows that Large
Language Models (LLMs) demonstrate excellent
generalization performance across various tasks
(OpenAI, 2023), including conversation-related
tasks (Zhang et al., 2023), even in few-shot or zero-
shot scenarios. However, a disadvantage of LLMs
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is that optimizing for specific tasks or domains is
difficult.

Therefore, this paper proposes a framework that
primarily fine-tunes task models suitable for each
sub-task, while efficiently utilizing LLMs for per-
formance improvement. By researching the use of
LLMs ideal for the characteristics of each stage,
it is shown that the mentioned limitations can be
overcome by using LLMs and fine-tuning models
appropriately. As a result, it has outperformed the
benchmark baseline performance in all three sub-
tasks of the officially released DSTC11 Track5 test
set.

To summarize the contributions of this paper:

• It presents how to use LLMs suitable for the
sub-tasks of the SK-TOD task: knowledge-
seeking turn detection, knowledge selection,
and response generation, and proposes a
framework for learning by appropriately inte-
grating LLMs and task models.

• It releases datasets augmented with LLM for
each task. These datasets can be utilized for
further research.

2 Task Description

The detailed formulation of the SK-TOD Task
in DSTC11 Track5 follows the paper (Zhao
et al., 2023). A formal dialog context C =
[U1, S1, U2, S2, ..., Ut] is given between the user
and the system. Each user utterance Ui is fol-
lowed by the system response utterance Si, ex-
cept the last user utterance Ut. The dialog is ac-
companied by subjective background knowledge
B = [(e1, R1), (e2, R2), ...], which consists of one
or more entities E = [e1, ..., em] and their corre-
sponding customer reviews R. Each entity e can
have multiple reviews R = [R1, R2, ...], which
can be divided into segments [K1,K2, ...] such as
paragraphs, sentences, or sub-sentences.

Therefore, each sub-task can be redefined as
follows:

1. Knowledge-Seeking Turn Detection (KTD):
Determine if the last user utterance Ut in the
given dialog requires knowledge access.

2. Knowledge Selection (KS): For the turns that
require knowledge access, extract the enti-
ties (hotel names, restaurant names, etc.) ap-
pearing in those turns using a word-matching-
based approach. Based on the extracted enti-

Train Vaild Test
Full Data 28,431 4,173 5,475
Knowledge-Seeking Data 14,768 2,129 2,798

Table 1: Dialog instance statistics for the SK-TOD
dataset.

ties and the dialog history C, extract relevant
knowledge snippets K+.

3. Response Generation (RG): Generate the fi-
nal system response St based on the extracted
knowledge.

The statistics of the publicly available dataset for
training, validation, and testing are shown in Table
1.

3 Methodology

3.1 Knowledge-Seeking Turn Detection

To determine if knowledge is required, we apply
a sequence generation approach with a language
modeling objective. The model predicts the next
token in the dialog context and is trained with cate-
gorical cross-entropy loss to generate either "True"
or "False" as the output
Adapter Tuning We leverage a pre-trained lan-
guage model, which was trained on a large-scale
dialog dataset, using an adapter-based approach.
Adapter modules (Houlsby et al., 2019) are inte-
grated into each transformer layer, keeping the base
model’s parameters frozen. These adapters consist
of two feed-forward layers that project the feature
size into a reduced dimension and then restore it
to the original dimension. Throughout the training
process, we freeze the pre-trained layers and ex-
clusively train the adapters. One key advantage of
using adapters is their ability to mitigate the catas-
trophic forgetting problem, enabling the model to
preserve knowledge from previously learned tasks
while adapting to new ones. We focus on retrain-
ing the encoder and decoder layer adapters specifi-
cally for the KTD task while preserving pre-trained
knowledge.

3.2 Knowledge Selection

3.2.1 Entity Tracking
To streamline the pool of potential knowledge can-
didates, we implement entity matching as delin-
eated in Zhao et al., 2023. The goal is to identify
an entity that is relevant to both the dialog history
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Figure 2: Example prompts for the Show Sample Method and Knowledge-based Data Augmentation methods used
in the KS task. The bold text represents the default prompt format, and the input provided is highlighted in green.
The blue text denotes the portion generated by the model.

and the user request among the potential candi-
dates. Therefore, the matching process is carried
out based on a word-matching-based methodology.

3.2.2 Data Augmentation for Knowledge
Selection

During the training process, positive (C,K) pairs
are constructed using all relevant knowledge snip-
pets, and an equal number of negative pairs are
randomly sampled. The model is trained to mini-
mize the binary cross-entropy loss. Therefore, it
is necessary to construct various positive pairs de-
pending on the case to find appropriate K+ for
a given C. We leverage LLM to improve perfor-
mance by transforming and augmenting datasets.
Show Sample Method In Wang et al., 2022, gen-
erating rationales for given questions and fine-
tuning them through question matching with a
small model enhanced performance. This approach
outperforms alternatives like using prompts in ex-
isting QA tasks or direct fine-tuning. Incorporat-
ing pre-training knowledge from the LLM enables
more enriched training.

We follow the approach (Wang et al., 2022) to
generate FAQs and reviews, instead of rationales,
which can represent the dialog history, last user
utterance, and the matched entity. The prompt in-
cludes 2-shot exemplars so that it could be created

in a similar way. The actual prompt is structured as
shown in Figure 2. It is concatenated with the last
user utterance and fed into the model for training.
In actual inference, the dialog history is first input
to the LLM, and representative samples are gener-
ated. The inference is then conducted by appending
these generated samples to the last user utterance.

Knowledge-based Data Augmentation From a
different perspective, our work draws inspiration
from the paper (Bonifacio et al., 2022), which in-
troduces a data augmentation method for training
a ranker that extracts relevant knowledge. In this
context, we adapt a similar approach to generate
user’s subject requests matching each knowledge
(reviews, FAQs) attached to all entity lists.

Two prompting methods are employed in the
experiments, as depicted in Figure 2. In method
(a), relevant queries are generated based on the pro-
vided knowledge (K). On the other hand, method
(b) generates both relevant and irrelevant queries.
In both prompting methods, 3-shot exemplars are
given. For method (b), only the portion correspond-
ing to a relevant query is extracted and used after
generation. The generated utterancesare labeled as
single-turn dialogs requiring knowledge access and
are associated with the underlying knowledge as
the corresponding labels.
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BLEU MT R-1 R-2 R-L
Flan-T5-XL 9.61 17.15 35.72 14.67 27.98
+ pre-train (SM) 10.19 17.42 35.91 14.55 27.85
+ pre-train (LR) 10.16 18.68 37.16 15.22 28.72

Table 2: Comparison of pre-train methods on the RG
task. SM stands for span masking, and LR stands for
last response. Also, MT stands for METEOR metric,
and R stands for Rouge metric.

3.2.3 Fine-tuning
For the cross-encoder approach, we encode the con-
catenation of C and K to obtain the contextualized
representation. The actual training is conducted
through binary cross-entropy loss by combining
positive and negative pairs based on labels, identi-
cal to the paper (Zhao et al., 2023).

h = Enc(C,K) (1)

P (C,K) = softmax(FFN(h)).

3.3 Response Generation
RG tries to answer the user’s question accurately
based on the reviews or FAQs, after the knowledge
snippets (K+) retrieved from the KS stage and
the dialog context. In this paper, we explore two
methodologies to study how LLM can be effec-
tively used to generate responses: a method of fine-
tuning the Flan-T5-XL model (Wei et al., 2021),
and in-context learning (Brown et al., 2020) using
GPT-3.5-turbo model from Open AI2.

3.3.1 Fine-tuning
Various Instruction Templates for Fine-tuning
We use Flan-T5 model for fine-tuning because it
was developed to understand and respond to natu-
ral language instructions, and it helps understand
the context of the user’s conversation and conduct
knowledge-based QA. Since this model is vital
in understanding instructions better, we expect to
get better fine-tuning results by using specific in-
struction templates. We experiment with various
instruction templates, and instruction of fine-tuning
with span masking tokens works best. The specific
prompts we experiment with can be found in ap-
pendix B.
Dialog Domain Adaptive Pre-train Since Flan-
T5 is a model optimized for instruction rather than
conversation, we perform further domain adaptive
pre-train with dialog datasets to better understand

2https://platform.openai.com/docs/models/
gpt-3-5

the context of the conversation and generate an-
swers naturally (Zhang et al., 2019; Mehri et al.,
2019). We use the pre-training corpora which was
used to train PPTOD (Su et al., 2021, 2022), and
we perform pre-train in two ways: learning with
span masking and generating only last response to
the last question. For span masking, 15% of the
tokens are randomly selected and masked. As de-
scribed in the table 2, we find that last response
generation pre-train task performs better. It seems
the pre-train and fine-tuning tasks are similar in
that they generate the final response based on the
conversation.
Data Augmentation Methods In order to train the
model on a larger amount of data, we adopt data
augmentation techniques proposed by Dai et al.,
2023; Wang et al., 2023. Our focus is on effec-
tively augmenting data using LLM and achieving
higher performance compared to using LLM di-
rectly as a problem solver. We propose three data
augmentation approaches. The first is to augment
the data by masking and changing some words, the
second is to paraphrase the entire conversation, and
the third is to augment the conversation based on
knowledge. Appendix C gives details.

First, we adopt the inpaint method proposed in
the paper like Wei and Zou, 2019. It is important to
preserve the speech style and format of the dataset
while augmenting dialogs, knowledge, and system
responses through filling in the blanks. As part of
the inpaint method, we experiment with two data
augmentation techniques: synonym replacement
and masked language modeling approach. Inspired
by the synonym replacement method introduced
in Wei and Zou, 2019, we randomly select one
adjective and adverb from each utterance and re-
place them with synonyms. We use WordNet3’s
synonym list. Similarly, we explore the masked
language modeling approach (Gao et al., 2023)
by masking candidate indices from each utterance,
making predictions, and augmenting the data based
on these predictions. We utilize a pre-trained XLM-
Roberta-Large model (Conneau et al., 2020). By
doing so, we introduce diversity and contextually
relevant variations in the dataset while maintaining
the underlying speech style and format.

Second, we employ the back-translation (Sen-
nrich et al., 2016) method, which changes an exist-
ing utterance from the source language to a target
language and then translates it back to the original

3https://wordnet.princeton.edu/
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Figure 3: Knowledge-grounded data augmentation methods using GPT-3.5-turbo model.

language. We utilize the nlpaug4 package for in-
ference, which uses fairseq5’s pre-trained model
to perform the translation. We also experiment
with a paraphrase method using pre-trained lan-
guage model (Gao et al., 2020; Niu et al., 2021;
Chowdhury et al., 2022) to generate utterances that
have the same meaning and context as existing sen-
tences while ensuring fluency and grammatical cor-
rectness. We use the Parrot package (Damodaran,
2021), which provides a paraphrase-based utter-
ance augmentation framework specialized for natu-
ral language understanding tasks, and the PEGA-
SUS (Zhang et al., 2020) model, a self-supervised
encoder-decoder-based pre-training transformer
structure for large documents.

Third, we perform knowledge-grounded aug-
mentation using the GPT-3.5-turbo model as de-
scribed in figure 3. First, we input the dialog con-
text except the user’s last question to GPT, and
then use knowledge to generate the user’s question
that needs to be answered. Next, we input the dia-
log context and the newly augmented user question,
and generate the reviews or FAQs needed to answer
it. Finally, we add the augmented knowledge, the
dialog context, and the user’s last question and have
the system to generate a response using based on
knowledge. All three stages of data augmentation
are performed using 4-shot exemplars.

4https://github.com/makcedward/nlpaug
5https://github.com/facebookresearch/fairseq

3.3.2 In-context Learning

Fine-tuning methodologies achieve high perfor-
mance, but they also require a lot of data and train-
ing resources. (Brown et al., 2020) Therefore, we
conduct experiments for in-context learning using
GPT-3.5-turbo model and try additional prompt
engineering methods.

First, we conduct experiments to find the op-
timal prompt using the manual prompt method.
Through this, we find that bundling knowledge or
dialog context in the form of python’s dictionary
data structure generated better responses even if
it takes several few-shot exemplars. It seems like
GPT understands data better in code structure. In
particular, it is the most effective way to present
specific instructions at the end, so we put the last
question and instruction at the end as described in
appendix D.

Second, we use clue-based generation prompts,
which is an idea to overcome GPT’s strict answers
and its inability to ask probing questions based on
user intent. GPT generates clues from the dialog
context, such as (1) what the user wants, (2) what
information should be provided to the user, and (3)
what can be asked of the user. GPT then generates
an answer by adding the clue, knowledge, and the
user’s last question.

Third, we use the summary-clue generation
method. Similar to the second method, GPT cre-
ates a summary-clue that describes the situation,
and reinserts this summary-clue when generating a
response.
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Precision Recall F1
BERT 99.75 99.61 99.68
RoBERTa 99.86 99.64 99.75
ALBERT 99.64 99.36 99.50
DeBERTa 99.86 99.57 99.71
Baseline 99.82 99.79 99.80
Ours 99.54 99.93 99.73

Table 3: Results of the KTD task.

4 Experiments

4.1 Knowledge-Seeking Turn Detection

4.1.1 Experimental Setup
Metrics We report the Precision, Recall, and F1-
score for the KTD task.
Model & Hyper-parameters As a starting point,
we use the base version of the PPTOD (Su et al.,
2022) checkpoint, which has been pre-trained on a
large-scale multi-turn task-oriented dialog dataset.
For optimization, We use Adafactor (Shazeer and
Stern, 2018) with a learning rate of 0.00001.
Throughout the training process, we maintain a
batch size of 32. We conduct 19 epochs of training
exclusively for the adapter modules. The bottle-
neck dimension of the adapters is set to half of the
hidden dimension of the T5 model following Bang
et al., 2023. We adopt the baseline provided by
the DSTC11 organizer, and the remaining results
are from the task introductory paper (Zhao et al.,
2023).

4.1.2 Results
The results of the KTD task on the test set are pre-
sented in Table 3. Our proposed model, denoted
as "Ours," achieves competitive performance with
a F1-score of 99.73%. It outperforms all other
models with a Recall of 99.93%. These results
highlight the model’s ability to detect and classify
actual knowledge seeking turns in the dialog con-
text. By leveraging the advantages of adapters, we
could enhance the model’s performance, effectively
addressing the challenges of the KTD task.

4.2 Knowledge Selection

4.2.1 Experimental Setup
Metrics Precision, Recall, and F1-score have been
computed at the knowledge snippet level. Instead
of calculating the P/R/F1 for each dialog at the snip-
pet level, the P/R/F1 is calculated for all (C,K)
pairs in the entire dataset. Additionally, the ex-
act matching score is used as an additional met-

Version # of Data Precision Recall F1 Exact Match
Baseline 28,431 79.01 78.77 78.89 39.06
Ver1 28,431 54.78 93 68.95 28.19
Ver2 39,313 77.66 83.12 80.3 42.54
Ver3 39,313 75.33 86.53 80.54 43.36
Ver4 50,195 83.35 82.17 82.76 47.71
Ver5 71,959 78.34 86.84 82.37 47.37

Table 4: Results of the KS task by training data version.

ric, which measures the ratio of dialogs which all
knowledge snippets are exactly extracted from the
total number of dialogs.
Model & Hyper-parameters The LLM used for
creating and augmenting the dataset is the GPT-
3.5-turbo model released by Open AI. The model
used for fine-tuning the selection task is the De-
BERTa (He et al., 2020). For fine-tuning, we set
the AdamW optimizer (Kingma and Ba, 2014) as
the optimizer, with a train batch size of 4, learning
rate of 3e-5, and max sequence length of 512. The
GPU used for training is a single NVIDIA RTX
A5000 24G.
Dataset The datasets and versions used in the ex-
periment are in total five, as shown in the Table
4. 1) The version where FAQs and reviews repre-
sentative of the dialog are attached to the last user
utterance using the show sample method. 2) The
original dataset + knowledge-based data augmen-
tation prompt style (a). 3) The original dataset +
knowledge-based data augmentation prompt style
(b). 4) The original dataset + version 2 + version 3.
5) version 4 + The data where the history of single
user utterances generated in versions 1 and 2 was
created and appended.

4.2.2 Results
We compare the performance of the models trained
on the dataset built through the LLM with the base-
line released in DSTC11 Track5. In fact, version
1 achieves first place in the Recall metric part of
the DSTC11 Track5 benchmark, and other versions
mostly shows higher performance than the baseline.
In particular, All scores for versions 2-5 increase
significantly compared to the baseline. The overall
evaluation results are shown in Table 4. The fol-
lowings are the points of analysis for these results.

4.2.3 Analysis
Generating Representative Samples & Diverse
Examples The first method involves creating rep-
resentative reviews and FAQs for each given dialog
instance, allowing us to build a dataset that can
retrieve similar types of knowledge. While this
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approach results in many similarly structured or
typed reviews and FAQs, we believe its accuracy
score is lower due to the generated samples failing
to encompass all the relevancy of the actual labels
pertaining to knowledge.

On the other hand, referring to the dataset gather-
ing process in the paper (Zhao et al., 2023), they ini-
tially created FAQs and user persona-based reviews
for 33 hotels and 110 restaurants, then constructed
a new database. Subsequently, they inserted a sub-
jective user request that aligned with the existing
conversation. This method is very similar to the
knowledge-based data augmentation presented in
our paper. Therefore, we believe our generation
method contributes significantly to performance
improvement by showing the model examples with
a similar distribution to the original dataset and
providing diverse cases.
Presence or Absence of History in Generated Ex-
amples For dataset version 2-4, as a single last user
utterance is created that corresponds to one piece
of knowledge, the dataset has been augmented with
single utterance-style data that lacks history. Ac-
cordingly, version 5 is also devised to generate the
history preceding these newly created utterances.
The generated history is limited to start with the
user and end with the system, with no more than
five utterances. Detailed prompting examples are
provided in Appendix A.

Looking at Table 4, adding history in this way
to the dataset used in version 4 results in lower
precision performance, despite having the most
data. However, it does show a higher Recall score.
In fact, in the RG stage following the KS, having
a higher Recall performs much better when the
F1 score is the same (as having more knowledge
candidates leads to better generation performance),
so ultimately, we use the model trained with version
5 in the RG stage.

4.3 Response Generation

4.3.1 Experimental Setup

Metric For automatic evaluation, we use BLEU,
METEOR, ROUGE-1, ROUGE-2, and ROUGE-L
to measure the model-generated response align-
ment with the gold response. In addition, human
evaluation is conducted to compensate for the fact
that automatic evaluation is not always reliable.
(Zhao et al., 2023)
Model & Hyper-parameters Flan-T5-XL model
is the backbone for fine-tuning. The dialog domain

Fine-tuning and Data Augmentation Methods
BLEU MT R-1 R-2 R-L

Baseline 10.04 17.48 35.20 14.30 27.53
Flan-T5-XL 9.61 17.15 35.72 14.67 27.98
Synonym Replacement 10.22 17.18 35.63 14.28 27.93
Filling Mask 10.01 17.28 35.77 14.33 27.83
Back-translation 10.15 17.20 35.85 14.49 28.00
Paraphrase (Parrot) 10.15 17.39 35.57 13.98 27.52
Paraphrase (PEGASUS) 10.09 17.10 35.59 14.29 27.77
ChatGPT Augmentation 10.35 19.01 37.91 15.42 29.37

In-context Learning Results
BLEU MT R-1 R-2 R-L

Manual Prompt 6.26 17.74 33.70 11.81 24.47
Clue-based Generation 6.36 17.15 33.11 11.38 24.11
Summary-Clue Generation 6.78 17.18 34.14 12.02 24.87

Table 5: Results of the RG task.

further pre-train is performed on 8 NVIDIA A100
80G, with a max length of 256, batch size of 4,
learning rate of 1e-4, and AdamW optimizer. For
fine-tuning with publicly available train sets and
augmented data, we use the Adam optimizer with a
max length of 512, a batch size of 4, and a learning
rate of 1e-4. We utilize the GPT-3.5-turbo model
for additional data augmentation. The baseline
follows DSTC11 Track5 method.

4.3.2 Results

The results for the RG task are summarized in Table
5. The table is organized into the fine-tuned part
at the top, and the in-context learning part without
fine-tuning at the bottom. It can be seen that the
performance of the fine-tuned part is higher than
the in-context learning part, which can be attributed
to the better learning of the benchmark’s speech
style and format.

To enhance performance of fine-tuning models,
we conduct dialog domain-adaptive pre-train and
data augmentation. The rows below the general
fine-tuning are the results of further pre-training
the model on the dialog domain, followed by aug-
mented data tuning. When comparing the data
augmentation methods, we can see that the perfor-
mance of the knowledge-grounded dialog augmen-
tation method (GPT augmentation) is higher than
the paraphrasing method (synonym replacement,
filling mask, back-translation, paraphrase). This is
due to the nature of knowledge-grounded dialogs, it
is important to understand the context of the conver-
sation, as well as to learn various knowledge forms
so that relevant knowledge can be summarized and
answered appropriately.

In the in-context learning results, the summary-
clue generation method achieves the highest per-
formance. Compared to clue-based generation, it
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seems to generate responses that reflect the charac-
teristics of the benchmark dataset well by including
many few-shot exemplars. Also, it seems to gener-
ate better responses because it directly writes down
the user’s intention rather than including the dialog
as it is.

4.3.3 Human Evaluation Results
We gather three crowd workers to evaluate 50 ran-
domly sampled data samples per model. We select
four models that achieve good performance on the
automatic metric. We evaluate three fine-tuning
models trained with data augmented with back-
translation, synonym replacement, and knowledge-
grounded GPT augmentation, and one in-context
model generated with summary-clue prompts. The
evaluation criteria are accuracy, which measures
how accurately the model reflects knowledge, and
appropriateness, which measures how appropriate
the response is as seen by a human, according to
(Zhao et al., 2023). The results of the human evalu-
ation are shown in Table 6. Unlike automatic eval-
uation, the preferences for in-context learning and
fine-tuning are not significantly different. However,
the model fine-tuned by including GPT-augmented
data received the highest preference score from
users. This confirms that our proposed approach,
which appropriately uses LLM to learn in cooper-
ation with a specific task model, is very effective.
More details of the human evaluation can be found
in appendix E.

5 Comparison with LLM Sub-task Solver

We have shown how to effectively use LLM to
solve sub-tasks efficiently. By using a fine-tuning
methodology through adapters and data augmenta-
tion methodology based on LLM’s knowledge, we
are able to significantly increase the performance
per task.

Our proposed methodology does not simply use
LLM as a one-step sub-task solver, but utilizes
LLM to improve the performance of the task solver
model. To verify that our methodology outper-
forms LLM directly solving tasks, we compare the
performance of our proposed methodology with
that of LLM directly solving tasks. This is sum-
marized in Table 7. In the KS task, similarity cal-
culation is performed using embeddings from the
text-embedding-ada-002 model. As described in
the table, we can see that utilizing LLM as in our
proposed methodology is effective in solving SK-
TOD problems.

Accuracy Appropriateness Average
Back-translation 3.37 3.98 3.67
Synonym Replacement 3.42 3.78 3.60
GPT Augmentation 3.58 4.59 4.08
Summary-based Prompt 3.29 4.14 3.71

Table 6: Results of human evaluation.

Knowledge-Seeking Turn Detection
Precision Recall F1-score

GPT-3.5-turbo 49.95 100 66.62
Ours 99.54 99.93 99.73

Knowledge Selection
Precision F1-score EMAcc

Embedding search 40.90 44.43 0.82
Ours 83.35 82.76 47.71

Response Generation
BLEU MT R-1 R-2 R-L

GPT-3.5-turbo 6.78 17.18 34.14 12.02 24.87
Ours 10.35 19.01 37.91 15.42 29.37

Table 7: Comparison with LLM sub-task solver.

6 Conclusion

We propose an LLM-based framework for SK-
TOD. In the KTD task, we fine-tune T5 using
task-specific adapters. To address the challenge
of relatively reduced data classified as knowledge-
seeking turns in the KS and RG tasks, we employ
knowledge-based data augmentation through LLM.
Our three-stage data augmentation methodology
involves last question generation, knowledge gen-
eration, and response generation for the RG task, as
well as generating good and bad questions for the
KS task. Experimental results show that our LLM-
based framework achieves significantly higher per-
formance compared to the baselines in the KS and
RG tasks. Furthermore, our proposed framework
for SK-TOD outperforms using LLM directly as a
task solver, indicating its promising efficiency for
SK-TOD tasks. Further research may be required
to explore its efficiency further and understand its
potential advantages more comprehensively. We
plan to make the augmented data publicly avail-
able, hoping to contribute to the advancement of
SK-TOD and future research in knowledge-based
data augmentation.

Limitations

We based our entire framework on the LLM. We
have tried to find the optimal prompts and made
them publicly available. However, it is important
to note that an LLM may generate different or un-
expected responses when reproducing the experi-
ment.
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Appendices

A How to Build Version 6 data for
Knowledge Selection Task

This method involves generating a history of previ-
ous system and user utterances for various single
utterances generated through data augmentation
techniques. Given the last user utterance, previous
system and user utterances are generated sequen-
tially. 2-shot exemplars are provided. A detailed
prompt example looks like the Figure 4.

Figure 4: Example of history generation prompts for
building version 6 data in the KS task. The bold text
represents the default prompt format, and the input pro-
vided is highlighted in green. The blue text denotes the
portion generated by the model.

B Details of Flan-T5-XL Instruction
Template

As a preliminary step for Flan-T5 fine-tuning, we
conducted an experiment to determine which in-
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BLEU MT R-1 R-2 R-L
(a) instruction 9.61 17.15 35.72 14.67 27.98
(b) instruction 9.17 16.82 34.02 13.28 25.88

Table 8: Comparison of Flan-T5-XL instruction tem-
plates.

struction format is most effective for the instruc-
tions in Flan-T5 prompts. We compared the form
(a) "system: <extra_id_0>", which contains spe-
cial token, which is mainly used to format the input
and output text of T5, and the form (b) "generate
system response based on knowledge and dialog
context: ", which describes the task to be performed
by the model in natural language (Tian et al., 2022).
The results of fine-tuning using each instruction
and comparing the performance are summarized
in table 8. As a result, the special token form (a)
outperformed the natural language form (b). Since
the Flan model is instruction tuned by focusing on
the model’s understanding of natural language in-
structions, we expected that the performance would
be higher when using natural language instructions,
but the performance was higher when using special
token. Therefore, we unified the instructions in all
fine-tuning experiments to (a) with special token.
Also, Table 9 shows examples of each instruction
template.

C Context-based Data Augmentation
Methods for Response Generation Task

Figure 5: Examples of inpaint methods without knowl-
edge for the RG task.

When fine-tuning the Flan-T5-XL model, we
used context-based data augmentation to increase
performance. The augmentation methods without
using Knowledge are shown in the figure 5.

D In-context Learning Prompt Examples

Figure 6: Clue-based Generation Prompting.

Manual prompt, contains knowledge and dialog
context in the form of a python dictionary data
structure. It also organizes the prompt by putting
the user’s question at the end and the instruction to
answer it at the end. The performance presented in
the paper is the result of a 2-shot prompt. Table 10
shows the examples.

Clue-based generation prompting is a way to
have GPT generate the clues it needs to generate
an answer, and then generate a response based on
those clues. In the two-stage generation process,
the GPT initially generates three clues: 1) what
the user wants, 2) what information it needs to
provide to the user, and 3) what it can ask the user
back. An example prompt might look like this. The
performance presented in the paper is based on a 4-
shot prompt. Figure 6 shows the process and table
11 shows the examples.

Summary-clue generation is a two-stage gener-
ation process where GPT summarizes the context
of the conversation and creates a summary-clue
of what the user wants. The ability to include
more few-shot exemplars improves performance by
showing more example answers that can be used
to generate answers that fit the automatic metric.
Figure 6 shows the process and table 12 shows the
examples.

E Human Evaluation

We asked crowd workers to evaluate each response
generated from different models according to the
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Example of (a) Instruction
From domain hotel and entity BRIDGE GUEST HOUSE,
knowledge1: The room was clean and comfortable and not expensive.
knowledge2: It could ruin your stay if you mind that kind of thing.
knowledge3: Sadly though, I found that the bed in the room wasn’t very comfortable at all.
knowledge4: I do have to say, though, the bed is extremely uncomfortable.
knowledge5: and the interior of the room was very good and bed was also very much comfortable.

user:Can you help me find a place to stay that is moderately priced and includes free wifi?
system:sure, i have 17 options for you
user:Are any of them in the south? I’d like free parking too.
system:Yes, two are in the south and both have free parking and internet.
I recommend the Bridge Guesthouse. Would you like me to book a reservation?
user:I have back issues. Does this place have comfortable beds?

system: <extra_id_0>
Example of (b) Instruction

From domain hotel and entity BRIDGE GUEST HOUSE,
knowledge1: The room was clean and comfortable and not expensive.
knowledge2: It could ruin your stay if you mind that kind of thing.
knowledge3: Sadly though, I found that the bed in the room wasn’t very comfortable at all.
knowledge4: I do have to say, though, the bed is extremely uncomfortable.
knowledge5: and the interior of the room was very good and bed was also very much comfortable.

user:Can you help me find a place to stay that is moderately priced and includes free wifi?
system:sure, i have 17 options for you
user:Are any of them in the south? I’d like free parking too.
system:Yes, two are in the south and both have free parking and internet.
I recommend the Bridge Guesthouse. Would you like me to book a reservation?
user:I have back issues. Does this place have comfortable beds?

generate system response based on knowledge and dialog context:

Table 9: Examples of T5 instruction templates.

following criteria:

• Appropriateness: how well the response is
naturally connected to the conversation

• Accuracy: how accurate a system agent’s re-
sponse reflects the opinions and sentiments

This criteria is based on DSTC9 Track1 and
DSTC10 Track2 human evaluation processes. Fig-
ure 7 shows the details of human evaluation in-
struction which was given as a guideline to crowd
workers.
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Manual Prompt Example
##
{"reviews of HOBSONS HOUSE":
["I also saw some hairs in the bathroom, which was evidently not well cleaned.",
"Upon using the bathroom facilities, we all saw that they were pristine and it looks like they had been recently cleaned.",
"The view from the room was also amazing, and the cleanliness of the bathroom was top notch."],
"dialog context": ["U: Can you help me find guesthouses in the west of town?",
"S: Of course, I have two available one is cheap and one is moderate what do you prefer?",
"U: Do either of them have a 3 star rating?",
"S: Yes, the Hobsons House has 3 stars and meets your criteria.
Would you like me to make a reservation for you?"]}

answer as a system based on reviews and FAQs
U: Are their bathrooms adequately sanitized?
S: Yes, most of the guests at Hobsons House have rated the bathrooms very high on cleanliness,
although there is at least one report of stray hairs in the bathroom.

##
{"reviews of THE CAMBRIDGE BELFRY":
["One of the best things about the hotel is the view of the mountains from the balcony.",
"The staff was polite they took out luggage to our room, and our room had a spectacular view of the forest and nature."],
"dialog context": ["U: I’m looking for information on the cambridge belfry hotel.",
"S: the cambridge belfry is cheap, located in the west, and has 4 stars. It has free internet and parking."]}

answer as a system based on reviews and FAQs
U: Do you know anything about the views from the rooms as I hope to have a nice view?
S: Yes, the rooms at the Cambridge Belfry have very nice views.
Can I answer anything else, or would you like to book it?

##
{"reviews of ASHLEY HOTEL":
["Looking out of the window was a great view, and we loved it.",
"There was a nice size refrigerator and a beautiful view out the window of the 7th floor."],
"dialog context": ["U: I’m looking to stay at a 3 star hotel in the north.",
"S: Sorry, I have no results for that query. Would you like to try a different area of town?",
"U: Are there any moderate priced hotels in the North?",
"S: Yes I have two. Would you like me to book one?",
"U: I need a hotel to include free parking; does either have that?",
"S: Yes both of them have free parking.",
"U: Which one would you recommend?",
"S: How about the Ashley hotel?",
"U: Is the Ashley hotel a 3 star hotel?",
"S: the ashley is actually a 2 star hotel."]}

answer as a system based on reviews and FAQs
U: Does this hotel have rooms with a good view of the neighborhood?
S:

Table 10: Examples of manual prompt.
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Clue-based Generation Example
{"dialog context":
["U: I’m looking to stay at a 3 star hotel in the north.",
"S: Sorry, I have no results for that query.
Would you like to try a different area of town?",
"U: Are there any moderate priced hotels in the North?",
"S: Yes I have two. Would you like me to book one?",
"U: I need a hotel to include free parking; does either have that?",
"S: Yes both of them have free parking.",
"U: Which one would you recommend?",
"S: How about the Ashley hotel?",
"U: Is the Ashley hotel a 3 star hotel?",
"S: the ashley is actually a 2 star hotel.",
"U: Does this hotel have rooms with a good view of the neighborhood?"]}

based on dialog context, figure out
1) what the user wants
2) what information you should provide to answer user’s last question
3) what can you ask user?

write in one to two sentences.
role: you are a chatbot assistant system.

{"reviews of ASHLEY HOTEL":
["There was a nice size refrigerator and a beautiful
view out the window of the 7th floor.",
"Looking out of the window was a great view, and we loved it."],}

based on FAQs or reviews, answer the question
"U: Does this hotel have rooms with a good view of the neighborhood?"

[clues]
1) The user wants a moderate priced hotel in the north with
free parking and rooms with a good view of the neighborhood. (basic)
2) To answer the user’s last question, you should provide information
about whether the Ashley hotel has rooms with a good view of the neighborhood. (important)
3) You can ask the user if they would like you to check the availability of rooms
with a good view at the Ashley hotel or if they have
any other preferences regarding the hotel. (optional)

answer in 32 tokens.

Table 11: Examples of clue-based generation prompt. First row shows the input of GPT to generate clues. Second
row shows the input of GPT to generate responses based on knowledge and clues.
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Summary-clue Generation Example
{"dialog context":
["U: I am looking for a place to dine that has expensive romanian food.",
"S: No I’m sorry. Something else perhaps?",
"U: Is there one that serves Chinese instead?",
"S: I’m showing 9 entries throughout the area.
Do you have a preference between center, north, east, or south?",
"U: I have no preference. I just need to book it for 8 at 12:45 on Thursday.",
"S: I have you booked at Yu Garden. The table will be reserved for 15 minutes.
Your reference number is: D6LEPNCC. Anything else I can do for you?",
"U: Do you know if the restaurant has a good outdoor dining space?"]}

summarize dialog context and what the user wants, with a focus on the last question.
write in one to two sentences.
role: you are a chatbot assistant system.
situation: The user is asking if the restaurant they have booked,
Yu Garden, has a good outdoor dining space.

{"FAQs of YU GARDEN":
["YU GARDEN does offer outdoor seating."],
"reviews of YU GARDEN":
["When I first arrived I noticed out front there was a nice place
for outdoor dining so I asked to be seated there.",
"However, the view from our table was facing a wall and
cramped wish they would have sat us outside."]}

based on FAQs or reviews, answer the user’s question:
Do you know if the restaurant has a good outdoor dining space?
you should answer in 32 tokens.

Table 12: Examples of summary-clue generation prompt. First row shows the input of GPT to generate clues.
Second row shows the input of GPT to generate responses based on knowledge and situations.
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Figure 7: Example of human evaluation instruction.
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