Supernova@DravidianLangTech2023 @ Abusive Comment Detection in
Tamil and Telugu - (Tamil, Tamil-English, Telugu-English)

A Ankitha Reddy
SSN College of Engineering

ankithareddy2210178@ssn.edu.in

B. Bharathi
SSN College of Engineering

Durairaj Thenmozhi
SSN College of Engineering

theni_d@ssn.edu.in bharathib@ssn.edu.in

Abstract

This paper presents our submission for
Abusive Comment Detection in Tamil and
Telugu - DravidianLangTech 2023 (Tamil,
Tamil-English, Telugu-English. The aim is to
classify whether a given comment is abusive or
not. Support Vector Machines (SVM), Logistic
Regression and Linear SVC Classifiers paired
with Term Frequency—Inverse Document
Frequency feature extraction were used and
contrasted to make the classification models.
The lack of annotated and balanced datasets
for low-resource languages has also been
acknowledged.

1 Introduction

Those statements that harbour ill feelings towards a
person or a group of people are categorised as abu-
sive comments. These comments consist of either
profanity or racist, sexist, xenophobic, homophobic
or transphobic connotations targeting members be-
longing to certain communities (Balouchzahi et al.,
2022).

Identification of abuse over online social net-
works has proven to be a tedious task due to
the overwhelming volume of content generated
through social media (Ravikiran et al., 2022).
These platforms offer a wide reach and the provi-
sion of anonymity can empower individuals to par-
take in hate speech, as they perceive themselves to
be protected from facing immediate consequences
for their actions.

A large portion of the users on social media
platforms engage with other users in their respec-
tive native languages and most abusive content de-
tection models are not trained to handle the di-
versity that exists in these numerous regional lan-
guages. The task of identifying abusive comments
within the Tamil and Telugu languages (Priyad-
harshini et al., 2023b) is notably intricate and com-
plex owing to the lack of linguistically tailored re-
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sources. This complexity stems from the scarcity of
well-annotated datasets (Priyadharshini et al., 2022,
2023a) and proficiently trained models specific to
these languages. The distinctive linguistic struc-
tures and contextual intricacies inherent in Tamil
and Telugu pose obstacles to the creation of precise
algorithms for detecting abusive language.

Abusive comments can lead to a hostile online
environment, discouraging users from engaging in
discussions or expressing themselves freely. Abu-
sive comment detection in these languages allows
for targeted content moderation that aligns with the
linguistic and cultural context.

Opverall, abusive comment detection in social me-
dia texts is essential for promoting user safety and
enhancing user experience while fostering inclusiv-
ity and sustaining a respectful online environment.

2 Related Work

“A Comparison of Classical Versus Deep Learn-
ing Techniques for Abusive Content Detection on
Social Media Sites” (Chen et al., 2018) addressed
the fact that classifiers such as support vector ma-
chines (SVM), combined with bag of words or n
gram feature representation, have traditionally dom-
inated in text classification for decades. However,
in the recent past, concepts under the domain of
deep neural networks have begun gaining traction.
They explored the impact of numerous levels of
training set imbalances on different classifiers. In
comparison, it was revealed that deep learning mod-
els (CNNs and KNNs) outperformed the traditional
SVM classifier when the associated training dataset
is seriously imbalanced. However, it was inferred
that the performance of the SVM classifier could
be dramatically improved through the method of
oversampling, surpassing the deep learning mod-
els.

Though much work has been done to identify
offensive content in major languages such as En-
glish (Chakravarthi et al., 2021), it is an arduous
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task to identify and flag offensive and abusive con-
tent in low-resource languages, in the scope of our
study, Dravidian languages, due to scarcity and
unavailability of annotated datasets (Khan et al.,
2021). Due to the predominance of the English
script, the datasets involve multiple data points
incorporating elements of code-switching or code-
mixing (Chakravarthi et al., 2021; Ashraf et al.,
2022; Shanmugavadivel et al., 2022). However
(Akhter et al., 2021),attempted to detect the same
in Urdu and Roman Urdu using, analysing and com-
paring five diverse ML models (SVM, NB, Logis-
tic, IBK and JRip) and four DL. models (BLSTM,
CLSTM, LSTM and CNN). It was found that the
convolutional neural network outperforms the other
models and achieves 96.2 and 91.4 percentage ac-
curacy on Urdu and Roman Urdu. The results also
revealed that the one-layer architectures of deep
learning models give better results than two-layer
architectures.

More relevant to our cause, (Sazzed, 2021) an-
notated a Bengali corpus of 3000 transliterated
Bengali comments and found that support vec-
tor machine (SVM) shows the highest efficacy for
identifying abusive content. However, it is impor-
tant to note that the dataset created was unbiased
which may potentially be the cause for the outper-
formance of SVM. The paper delves deeper into
the ubiquity of transliterated Bengali comments in
social media as it renders monolingual approaches
futile. It also addresses the issue of the lack of
publicly available data for such low-resource lan-
guages. Other notable contributions allied with the
scope of our study include (Kannan et al., 2014;
Daumé II1, 2004) pre-processing, SVM), each pro-
viding an extensive analysis of the pre-processing
phase and the usage of SVM classifiers respectively,
highlighting their merits and efficacy.

3 Dataset Analysis

The task has been furcated into three subdivisions
based on the language of choice, namely Tamil-
English, Tamil and Telugu-English. The target
variables of the given datasets have been described
below. The provided labels for the Tamil-English
and Tamil tasks include None-of-the-above, Trans-
phobic, Counter-speech, Misandry, Homophobia,
Hope-Speech, Xenophobia and Misogyny while
the Telugu-English includes hate and non-hate la-
bels. The data distribution of each dataset is pro-
vided below.
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Hate | 51.5% 48.5% Non-hate

Figure 1: Data distribution of Telugu-English
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Figure 2: Data distribution of Tamil-English
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y: Counter-speech
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Figure 3: Data distribution of Tamil

Category Telugu
Hate 1939
Non-Hate 2061

Table 1: Data distribution of Telugu

Category Tamil Tamil-English
None of the above 1296 3715
Misandry 446 830
Counter-Speech 149 348

Misogyny 125 211
Xenophobia 95 297
Hopespeech 86 213
Homophobia 35 172
Transphobic 6 157

Not Tamil 2

Table 2: Data distribution of Tamil and Tamil-English

Analysis of the data distribution provides in-
sights into the class imbalances which could poten-
tially hinder the performance of the models without



the appropriate measures in place.

The definition and usage of stop-words is cru-
cial for the effectiveness of such code-mixed and
code-switched datasets. While stop-words lists for
languages such as English and Spanish have been
implemented in the nltk.corpus library, the manual
creation of stop-words lists for certain low-resource
languages was necessitated. This was executed
with the usage of previous domain and linguistic
knowledge as well as online resources.

Tamil stopwords = [gp(Bh, 6T6OTM, LOMHOULD,
E\h&. @S, eredTm, GlEmenar(hl, eTeiT LIS, LIV,
SN, EVEUE, yeulT. BT, 2 6lTer,
SibS. EeUl, 616, (LNF6D, eTeireor. @ (BHE!,
Flev, etetT, GUMedTM, Geusor(hilh, UGS,
@E6iT. 2SS, STET, LIGU(HLD.
eTebremild, Guoswith, UlefTamy, Q&mevoTL
ER&EGELD, Serdl, D ETeTS, GUITS,
eTedTmilh. 2i&e0T, Heor. LIME. eufser,
auemy. SjeueT. [ BEW. AGHSS.
2 dienent, aubhs. @GHS. Wsabh, @RG.
fa. ef. Qe @Qbss, ubrl. L,
CGaiml, . @&, Guma, GUEUMS,
QerEl, WU (KD, @hsll, ersgn, Geb,
Heir, QGFIHS. UHEGWMTT. 6TarsHE.
@eireih, hSL. eTm, ®ET. Wls,
QM. UsCGauml, (), GUIHLD, SMens,
ubmilw, 26, 2H&E AbSH, GUT.
B ST TEV, 2 emeY, BH, GJ60T, (Lemm, W,
GralTLIEm S, 6l6lauMD, WL (HGW, EmGs,
QIMGH, @LLD, GLEH, Fe, HMLD,
2shHEG. aderGel, Um, Hm, whm, el
eTh&, elamaylh, etenmILI(RILD,  eTenfl&milh,
2AHS5S. GQFeneT. @EnS, GISMTETe,
Qbss. QsMHE. ASaTTL, Haill, GUTe.
suemrilel, &mm, eTenrds]

4 Methodology

4.1 Preprocessing

Preprocessing of data is done to improve the effi-
ciency of the model. The performance metrics of
a model could vary drastically with efficient data
preprocessing. The different steps involved in pre-
processing of data are listed below.

1. Text Normalisation: By expanding contrac-
tions, and converting all the characters to lower-
case, the text becomes more uniform and easier to
analyse.

2. Removal of special characters, symbols and
emojis: Special characters such as punctuation
marks and emoticons do not donate any meaning
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to the text. Removal of these characters aids the
machine learning model as it reduces the volume
of text the model has to sort through.

3. Removal of stop words: Stop words refer to
frequently occurring words that lack substantial
semantic meaning or contribute minimally to the
holistic comprehension of a given text. By elim-
inating these words, the data payload is reduced,
resulting in expedited processing durations and en-
hanced computational efficacy.

4. Stemming of data: Stemming seeks to min-
imise words to their morphological base or root
form. By stemming words, occurrences of related
words are combined, giving a more accurate rep-
resentation of their true frequency. This process
is important for tasks such as sentiment analysis.
Through vocabulary size reduction, stemming fa-
cilitates expedited model training and diminished
memory demands for Natural Language Processing
systems.

4.2 TF-IDF feature extraction

TF-IDF or Term Frequency-Inverse Document Fre-
quency is a methodology used to create features
from text data. It is a statistical measure of how im-
portant a word is in a collection of text or document.

number of times term occurs in document

total number of terms in document

IDE = Iog number of documents in corpus

number of documents in corpus that contain the term

Words exclusive to a small proportion of docu-
ments receive higher importance than words recur-
ring in all documents (e.g., a, the, and). TF-IDF
vectorizer matches each feature to a corresponding
numerical feature that is calculated from its TF-IDF
score. The term frequency and inverse document
frequency are multiplied to obtain the score. The
term will have a higher TF-IDF score based on its
relevance.

For this task, we used the TF-IDF to vectorize
the preprocessed data into a classification model as
it allows the conversion of unstructured text data
into structured numerical representations that nat-
ural language processing models can work with.
This representation enables the model to identify
meaningful patterns and relationships in the text,
facilitating sentiment analysis.



4.3 SVM Classifier

Support Vector Machine (SVM) is a supervised
learning algorithm used to classify text data into
different categories based on the features extracted
from the text. SVM uses linear functions in a
high dimensional feature space to categorise data
using statistical learning theory (Cristianini and
Shawe-Taylor, 2000; Daumé 111, 2004). By draw-
ing a hyperplane to segregate the classes in an n-
dimensional space, it plots the data points as sup-
port vectors.

The TF-IDF feature vectors of the training sam-
ples are fed into the SVM algorithm. The SVM
algorithm learns to find an optimal decision bound-
ary that separates the feature vectors of different
classes. Then, the algorithm classifies unlabeled
text samples based on the patterns it discovered
during the training phase.

4.4 Logistic Regression

Logistic regression establishes a relationship be-
tween independent variables and a categorical re-
sponse or outcome variable by approximating the
likelihood that the outcome belongs to a particular
class. The regression model serves two objectives:
(1) It aids in estimating the outcome variable when
faced with new sets of predictive variable values (2)
It is instrumental in providing insights into queries
related to the subject under investigation. This is
achieved through the utilisation of coefficients as-
signed to each predictive variable, which offer a
clear understanding of the extent of each variable’s
contribution to the final result. (Vimal and Kumar,
2020)

The logistic regression function effectively con-
verts any input values into a numeric range span-
ning from 0 to 1. The mathematical transformation
executed by the logistic function serves to convert
the initial linear combination into a reliable proba-
bility estimation.

a+bX
e

P: l+ea+bX

4.5 Linear SVC

Linear SVC creates a hyperplane using a linear
kernel function to classify the different data points.
The data points are grouped into classes with com-
mon features. Maximising the margin width be-
tween the hyperplanes results in better classifica-
tion. The support vectors drawn from each point
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to lines of separation are used to mathematically
compute the goal function.

5 Results and Analysis

The evaluation of the task is done based on the
following performance metrics: Precision, Recall
and F1- score. Recall measures the classifier’s
ability to identify positive instances correctly while
precision is a measure of how accurate the positive
predictions are.

TP

— TP
Recall = TP+FP

TPIFN Precision =

F1 score provides a harmonised assessment of
a model’s performance when both precision and
recall are important.

Fl— score — 2 % Precision * Recall

Precision + Recall

precision recall fl-score support

hate 0.70 0.78 0.74 465
non-hate 0.79 0.71 0.75 535
accuracy 0.74 1000
macro avg 0.75 0.75 0.74 1000
weighted avg 0.75 0.74 0.74 1000

Figure 4: Classification report of SVM on Telugu

dataset
precision recall fl-score support
hate 0.70 0.77 0.73 465
non-hate 0.78 0.71 0.74 535
accuracy 0.74 1000
macro avg 0.74 0.74 0.74 1000
weighted avg 0.74 0.74 0.74 1000

Figure 5: Classification report of Logistic Regression
on Telugu dataset

precision recall fl-score support

hate 0.69 0.77 0.73 465
non-hate 0.78 0.70 0.74 535
accuracy 0.73 1000
macro avg 0.73 0.73 0.73 1000
weighted avg 0.74 0.73 0.73 1000

Figure 6: Classification report of Linear SVC on
Telugu dataset

On exploration of the plethora of prospective
models, the weighted average and macro average
F1 scores of the models implemented for the Tel-
ugu dataset were as follows: Logistic Regression
(0.74), SVM (0.74) and Linear SVC (0.73) (figures
6, 7 and 8). SVM and Logistic Regression had



similar results, which outperformed Linear SVC
marginally. Nonetheless, in comparison to Logistic
Regression, the precision, recall and class-wise per-
formance metrics of SVM were superior, corrobo-
rating the initial hypothesis on the class imbalances
in the dataset.

precision recall fl-score support

0 0.69 0.99 0.81 917

1 0.00 0.00 0.00 40

2 0.00 0.00 0.00 95

3 0.78 0.50 0.61 218

4 1.00 0.02 0.05 43

5 1.00 0.02 0.04 53

6 1.00 0.40 0.57 70

7 1.00 0.02 0.04 50
accuracy 0.70 1486
macro avg 0.68 0.24 0.26 1486
weighted avg 0.69 0.70 0.62 1486

Figure 7: Classification report of SVM on Tanglish

dataset
precision recall fl-score support
0 0.71 0.97 0.82 917
1 0.00 0.00 0.00 40
2 0.58 0.12 0.19 95
3 0.72 0.56 0.63 218
4 1.00 0.07 0.13 43
5 0.17 0.02 0.03 53
6 1.00 0.43 0.60 70
7 1.00 0.04 0.08 50
accuracy 0.71 1486
macro avg 0.65 0.28 0.31 1486
weighted avg 0.70 0.71 0.65 1486

Figure 8: Classification report of Logistic regression on
Tanglish dataset

precision recall fl-score support

0 0.77 0.93 0.84 917

1 0.38 0.07 0.12 40

2 0.51 0.27 0.36 95

3 0.64 0.64 0.64 218

4 0.60 0.21 0.31 43

5 0.31 0.09 0.14 53

6 0.90 0.54 0.68 70

7 0.57 0.24 0.34 50
accuracy 0.73 1486
macro avg 0.59 0.38 0.43 1486
weighted avg 0.70 0.73 0.70 1486

Figure 9: Classification report of Linear SVC on
Tanglish dataset

However, a point of interest is the superiority of
Linear SVC over Logistic Regression and SVM
classifiers on the Tamil and Tamil-English datasets.
The classes in Linear SVC are separable by a lin-
ear hyperplane as opposed to SVM wherein kernel
functions are employed to convert the non linear
spaces to linear spaces by transforming data into a
higher dimension. Hence, the better performance

of the SVC classifier could be attributed to the lin-
ear separability of the Tamil and Tamil-English
datasets since it minimises the probability of inac-
curate classifications.

Furthermore, a deeper analysis of the classifi-
cation reports substantiated the hypothesis regard-
ing the impact of class imbalances on the model’s
performance. Evident from the aforementioned
performance metrics, though the accuracy of the
classifiers are similar for all the datasets utilised,
the classifiers proved to perform significantly better
with regard to the macro and weighted F1-scores
on the Telugu dataset than the Tamil and Tamil-
English datasets due to the lack of parity in the
latter. Specifically on analysing the label-wise met-
rics, a predominant inference is the inability of the
SVM, Logistic Regression and Linear SVC classi-
fiers to generalise on the test data with a smaller
quantity of data points for each label.

6 Conclusion

Our paper describes the models implemented that
detect abusive comments in Tamil and Telugu. The
objective was to classify comments as abusive or
non-abusive. Data preprocessing was undertaken
to ensure uniformity and three models were
implemented along with Term Frequency—Inverse
Document Frequency feature extraction. Support
Vector Machines (SVM) Classifiers, Logistic
regression and Linear SVC were utilised to build
our classification models.

The SVM model performed the best on the
Telugu dataset with a macro average and weighted
Fl1-score of 0.74, while the Linear SVC model
proved to perform better on the Tamil and
Tamil-English datasets due to the relatively linear
nature of the datasets utilised. This discrepancy
is quite apparent particularly with regard to the
macro average F1-score.

From a rudimentary perspective, the issues
in dealing with datasets involving low-resource
languages were acknowledged and rectified by
appropriate measures such as the creation of stop
words lists for such languages. Another cardinal
drawback of the methods explored is due to the
class imbalances. In future works, this could
potentially be remedied by implementing cluster-
ing methods, bootstrapping or data enrichment
techniques.
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