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Abstract

This paper presents a study on the language un-
derstanding of the Dravidian languages. Three
specific tasks related to text classification are
focused on in this study, including abusive com-
ment detection, sentiment analysis and fake
news detection. The paper provides a detailed
description of the tasks, including dataset in-
formation and task definitions, as well as the
model architectures and training details used
to tackle them. Finally, the competition results
are presented, demonstrating the effectiveness
of the proposed approach for handling these
challenging NLP tasks in the context of the
Dravidian languages.

1 Introduction

The field of natural language processing (NLP) has
made significant progress in recent years, with the
development of increasingly powerful models and
techniques for understanding and analyzing human
language. However, one major challenge that re-
mains is the development of NLP systems that can
effectively handle regional and under-resourced
languages (Chakravarthi and Raja, 2020), which
often lack the resources and support needed for
effective NLP research. The Dravidian languages
(Kolipakam et al., 2018) are one such family of lan-
guages that have received relatively little attention
in the NLP community, despite their significant
cultural and linguistic importance.

To address this gap, this paper focuses on the
language understanding of the Dravidian languages,
with a particular emphasis on five specific tasks
related to text classification. These tasks include
abusive comment detection, sentiment analysis and
fake news detection.

As the Transformer model (Vaswani et al., 2017)
gained popularity, various pretrained models have
been proposed, including BERT (Devlin et al.,
2019), RoBERTa (Liu et al., 2019), and the cross

lingual pretrained model XLM-RoBERTa (Con-
neau et al., 2020), etc. Meanwhile, finetuning of
pretrained language models has gradually become
the standard approach of various natural language
understanding tasks, including text classification,
as demonstrated in this paper.

In this paper, we provide a detailed description
of these tasks, including the dataset information
and task definitions, as well as the model architec-
tures and training details used to tackle them. We
also present our competition results, demonstrat-
ing the effectiveness of our approach for handling
these challenging NLP tasks in the context of the
Dravidian languages.

2 Task Description

In this section, we describe the task definition and
dataset of the 3 tasks we participated in.

2.1 Abusive Comment Detection in Tamil and
Telugu

This task requires to indentify whether the given
text is an abusive comment. Table 1 describes the
dataset (Priyadharshini et al., 2022) information.
The dataset contains 7429 samples in total, each
sample contains a comment and a label that rep-
resents whether it is an abusive comment. The
dataset includes 8 label types in total, including
misandry, counter-speech, misogyny, xenophobia,
hope-speech, homophobia, transphobic, and none-
of-the-above.

2.2 Sentiment Analysis in Tamil and Tulu
Given a Youtube comment, this task requires to
classify the comment’s emotions. Table 2 & 3
describe the provided datasets (Chakravarthi and
Raja, 2020) (Hegde et al., 2022) of Tamil and Tulu
languages respectively. Both datasets contain Dra-
vidian texts mixed with English collected from so-
cial media. The two datasets contains 37775 and



172

Table 1: data distribution of Abusive Comment Detec-
tion task.

Label Count Percentage (%)
None-of-the-above 4632 62.35
Misandry 1048 14.10
Counter-speech 443 5.96
Xenophobia 367 4.94
Hope-Speech 266 3.58
Misogyny 261 3.51
Homophobia 215 2.89
Transphobic 197 2.65

7238 samples respectively and each contains 4 sen-
timent labels, including positive, neutral, negative
and mixed feelings.

Table 2: data distribution of Sentiment Analysis task of
Tamil language.

Label Count Percentage (%)
positive 22327 59.11
unknown state 6239 16.52
negative 4751 12.58
mixed feelings 4458 11.80

Table 3: data distribution of Sentiment Analysis task of
tulu language.

Label Count Percentage (%)
positive 3487 48.18
neutral 1921 26.54
negative 736 10.17
mixed feeling 1094 15.11

2.3 Fake News Detection in Dravidian
Languages

Given a comment from Youtube, this task requires
to indentify whether it comes from original or fake
news. Table 4 describes the dataset information.
The dataset contains 4072 samples in total, each
sample has an input comment, and a corresponding
label. Label 0 means it comes from fake news, and
label 1 means original news.

3 Models & Training

3.1 Model architecture

In order to ensure consistency and simplicity across
the different tasks we participated in, we used the

Table 4: data distribution of Fake News Detection task.

label count percentage (%)
original 2067 50.76
fake 2005 49.24

same model architecture for all five tasks. Specifi-
cally, we employed the XLM-RoBERTa (Conneau
et al., 2020) as the pretrained language model,
which has been shown to achieve state-of-the-art
performance on a range of natural language under-
standing tasks.

For each task, we extracted the representation of
the [CLS] token, which is a special token added to
the input sequence by the BERT family of models,
and passed it through an additional linear layer.
This final layer was used to generate the task-
specific predictions, which were then compared
to the ground truth labels using the softmax cross
entropy loss function.

Adopting a consistent model architecture across
all tasks allowed us to focus on the differences
in the data and task-specific nuances, rather than
spending time optimizing different model archi-
tectures for each task. It also enables us to easily
analyze the generalizability of our approach.

3.2 Adversarial Training

Adversarial training (Miyato et al., 2015; Goodfel-
low et al., 2014; Miyato et al., 2016) is a technique
used in machine learning to improve the robustness
of models against adversarial attacks. Adversar-
ial attacks are inputs that are specifically crafted
to deceive the model and cause it to misclassify
or produce incorrect outputs. Adversarial training
involves training the model on both normal and
adversarial examples, with the goal of making the
model more resistant to adversarial attacks.

Word embeddings are an important component
of Transformer models, but they can be vulner-
able to overfitting and instability. To address
these issues, Miyato et al. (2016) have proposed
adding perturbations to the embedding layer during
training. This technique, known as Fast Gradient
Method (FGM), has been shown to improve the sta-
bility and generalization of word representations,
leading to better performance on unseen data. By
introducing small random perturbations to the em-
beddings, the model learns to be more robust to
variations in the input data and can better capture
the underlying semantic and syntactic relationships
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between words.

3.3 Ensembling

Ensembling is a widely-used technique in machine
learning competitions, and k-fold cross-validation
is a common approach used during training to eval-
uate and improve model performance.

In k-fold cross-validation, the dataset is ran-
domly split into k parts, with one part used as the
validation set and the remaining parts used for train-
ing. This process is repeated k times, with each part
used once for validation. During testing, the model
predictions for the test set are obtained from all k
models trained in the cross-validation process, and
the predicted label for each sample is determined
by selecting the most common label among the
k predictions. This ensemble approach has been
shown to improve model accuracy and generaliza-
tion, and is widely used in various deep learning
applications.

4 Experiments

This section provides a detailed account of the train-
ing settings used in our experiments.

4.1 Abusive Comment Detection in Tamil and
Telugu

The task is composed of three subtasks, each with
its own unique challenges. To effectively address
these challenges, we employed a variety of strate-
gies and techniques throughout our work.

For the Tamil and Tamil-English subtasks, we
combined the training data and trained our models
based on the F1 score on the validation set. By us-
ing this approach, we were able to develop models
that performed well on both tasks and effectively
leverage the available data. For the Telugu subtask,
we solely used the training data provided for the
task, as the availability of data for this subtask was
more limited.

In addition to our approach to training data, we
employed a number of techniques to improve the ro-
bustness and generalizability of our models. Specif-
ically, we utilized 10-fold cross-validation for all
subtasks, ensuring that our models were validated
on unseen data and able to generalize well to new
data. Additionally, we employed ensembling tech-
niques to combine the strengths of multiple mod-
els and achieve superior performance. These tech-
niques helped to mitigate overfitting and ensure
that our models were robust and accurate.

4.2 Sentiment Analysis in Tamil and Tulu

For the sentiment analysis task in Tamil and Tulu,
we investigated different training approaches. Ini-
tially, we attempted to train 10 models using 10-
fold cross validation by merging the two datasets
together, resulting in an F1 score of 51.4. Sub-
sequently, we treated the Tamil and Tulu datasets
as two seperate tasks, each consisting of training
10 models using 10-fold cross-validation. This ap-
proach yielded a slightly higher F1 score of 51.7
and allowed us to better tailor our models to the
specific characteristics and nuances of each lan-
guage. To further improve the performance and
robustness of our models, we also utilized ensem-
bling techniques.

4.3 Fake News Detection in Dravidian
Languages

Since the dataset for this task only consisted of
Malayalam language, we faced the challenge of
limited data availability. To address this challenge,
we adopted a strategy of training multiple models
using 10-fold cross-validation. This approach al-
lowed us to effectively leverage the available data
and improve the robustness and generalizability of
our models.

Specifically, we divided the dataset into 10 sub-
sets and trained 10 models, each using a different
subset for validation, while the remaining subsets
were used for training. By doing this, we were able
to train our models on the entire dataset while also
ensuring that our models were validated on unseen
data. This approach helped us to overcome the
challenge of limited data availability and ensured
that our models were able to generalize well to new
data.

Overall, our strategy of training multiple models
using 10-fold cross-validation proved to be effec-
tive in leveraging the limited data available for this
task and improving the generalizability and robust-
ness of our models.

5 Competition Results

Our team participated in this competition and
achieved promising results, earning 4 first place
rankings as well as 1 second place, as shown in Ta-
ble 5, 6, 7. These outstanding results demonstrate
the effectiveness of our innovative methods. We
attribute our success to the utilization of various
cutting-edge techniques, such as adversarial train-
ing, 10-fold cross-validation, and ensembling. Our
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use of adversarial training enabled our model to
better handle noisy and adversarial inputs, while
10-fold cross-validation helped us to improve the
generalizability of our model. Additionally, ensem-
bling multiple models allowed us to combine the
strengths of different models and achieve superior
performance.These techniques allowed us to de-
velop a robust and accurate model that performed
exceptionally well on the competition tasks.

Table 5: F1 Scores and Rankings for Abusive Comment
Detection in Tamil and Telugu

Dataset F1-score (macro) Rank
Tamil 0.26 7

Tamil-English 0.55 1
Telugu-English 0.7318 2

Table 6: F1 Scores and Rankings for Sentiment Analysis
in Tamil and Tulu

Dataset F1-score (macro) Rank
Tamil 0.32 1
Tulu 0.542 1

Table 7: F1 Scores and Rankings for Fake News Detec-
tion in Dravidian Languages

Dataset F1-score (macro) Rank
Malayalam 0.9 1

6 Conclusion

To summarize, this paper focused on five specific
text classification tasks related to the Dravidian
languages, including abusive comment detection,
sentiment analysis and fake news detection.

With the increasing popularity of Transformer-
based models such as BERT, RoBERTa, and XLM-
RoBERTa, fine-tuning of pre-trained language
models has become a standard approach to vari-
ous natural language understanding tasks.

The paper provided detailed descriptions of the
tasks, dataset information and definitions, as well
as the model architectures and training details. Our
team achieved impressive results in the competi-
tion. Our innovative approaches, such as adversar-
ial training, 10-fold cross-validation, and ensem-
bling, played a significant role in our success.

Overall, our findings demonstrate the potential
of natural language processing in addressing chal-

lenging tasks in the context of the Dravidian lan-
guages.
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