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Abstract

The amount of digital material that is dissemi-
nated through various social media platforms
has significantly increased in recent years. On-
line networks have gained popularity in recent
years and have established themselves as go-
to resources for news, information, and en-
tertainment. Nevertheless, despite the many
advantages of using online networks, mount-
ing evidence indicates that an increasing num-
ber of malicious actors are taking advantage
of these networks to spread poison and hurt
other people. This work aims to detect abu-
sive content in youtube comments written in
the languages like Tamil, Tamil-English (code-
mixed), Telugu-English (code-mixed). This
work was undertaken as part of the ”Dravidi-
anLangTech@RANLP 2023” shared task. The
Macro F1 values for the Tamil, Tamil-English,
and Telugu-English datasets were 0.28, 0.37,
and 0.6137 and secured 5th, 7th, 8th rank re-
spectively.

1 Introduction

The detection of abusive language has become a
major area for research and development in com-
puter linguistics and natural language processing
(NLP). The requirement to recognise and filter out
harmful or abusive content has multiplied enor-
mously with the rise of Internet platforms and on-
line social media. Detection of abusive or offen-
sive content in English language has been done by
many researchers in a wide manner [13, 14, 15].
Recent days, the interest goes on the low resource
languages and native languages. In multilingual
societies like India, where Tamil and Telugu are
widely spoken, this is especially crucial.

Due to the complexity of their linguistic struc-
tures and the lack of sufficient labelled data for
the training of strong models, the identification of
abusive language presents particular difficulties in

Tamil and Telugu. A wide range of harmful infor-
mation is included in abusive language, such as
hate speech, cyberbullying, vulgarity, and disparag-
ing remarks. For the sake of upholding a secure
and civilised online community, it is essential to ac-
curately identify such offensive language in Tamil
and Telugu.

The identification of abusive language in En-
glish has advanced significantly in recent years,
according to academics. However, adapting these
methods to Tamil and Telugu necessitates taking
into account these languages’ unique traits, cultural
quirks, and lack of labelled data. Furthermore, due
to variances in syntax, morphology, and the exis-
tence of dialectical changes, existing models might
not generalise effectively to Tamil and Telugu espe-
cially the deep learning techniques as most of them
are built for English language.

This work aims to contribute to the development
of efficient abusive language detection systems for
Tamil and Telugu by tackling the difficulties unique
to these languages, promoting a safer and more
welcoming online environment for users who com-
municate in Tamil and Telugu.

In this study, multiple machine learning models
were tested in an effort to create an effective system
for identifying hate speech and abusive language
in Tamil and Telugu comments on YouTube. The
paper is organised as follows: Earlier studies on
the identification of abusive language in Dravidian
languages like Tamil and Telugu are discussed in
Section 2. The proposed system along with the
architecture diagram and the system modules are
explained in Section 3. The datasets and method-
ologies used in the suggested system are presented
in Section 4. The results are discussed in Section
5. The conclusion and future work are presented in
Section 6.
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2 Related Work

F. Balouchzahi et al. [3] centred on the detection
of objectionable remarks in texts written in both
the native script and Tamil written in code-mixed
script. Two models were used to tackle this prob-
lem: n-gram-Multilayer Perceptron which makes
use of an MLP classifier supplied with character-
n-gram features, as well as the (1D ConvLSTM)
model, were submitted. The n-gram MLP model
performed better than the other two model, corre-
sponding to weighted F1-scores of 0.430 for texts
written in the native Tamil script and 0.560 for texts
written in code-mixed Tamil, respectively.

Charangan Vasantharajan and Uthayasanker
Thayasivam [2] offered a novel and flexible way of
selective translation and transliteration operations
to improve the results of adjusting and assembling
BERT, DistilBERT, and XLM-RoBERTa. The ex-
periment’s findings proved that ULMFiT is the best
model for the task. ULMFiT and mBERTBiLSTM
beat other well-known transfer learning models
like DistilBERT and XLM-RoBERTa as well as hy-
brid deep learning models for this Tamil code-mix
dataset.

In the work done by Shantanu Patankar et al. [9]
recurrent neural networks, ensemble models, and
transformers were used to optimise the results. For
the Tamil data, MuRIL and XLM-RoBERTA were
utilised. The macro-averaged F1 score generated
by the models was 0.43. With a macro-averaged f1
score of 0.45, the top models MuRIL and M-BERT
both generated excellent results for the code-mixed
data.

Malliga Subramanian et al. [5] worked
to identify the offensive utterances, models
based on traditional machine learning tech-
niques—such as Bernoulli Naive Bayes, Support
Vector Machine, Logistic Regression, and KNear-
est Neighbor—were constructed. The multilingual
transformer-based pre-trained models of natural
language processing mBERT, MuRIL (Base and
Large), and XLM-RoBERTa (Base and Large) were
also used in the experiments.

Pradeep Kumar Roy et al. [6] investigated the
use of different machine learning and deep learn-
ing approaches. Combining the output of trans-
former and deep learning-based models, an en-
semble model was proposed to detect hate speech
and objectionable language on social networking
sites. The experimental findings of the suggested
weighted ensemble framework outperformed state-

of-the-art models for the Malayalam and Tamil
code-mixed datasets, achieving weighted F1-scores
of 0.802 and 0.933, respectively.

3 Abusive Content Detection System

We have used the deep learning transformer model
(BERT), machine learning models (Logistic Re-
gression, Support Vector Machines, Decision Trees,
Naive Bayes) and Ensemble model (Random For-
est) for abusive content classification. The training
dataset is used to build the model by learning the
data, development dataset is used to evaluate and
fine tune the trained model and test dataset is used
for final prediction. The features are extracted from
the input text and its matching label are used for
learning and training. The texts in the dataset are
vectorized using the Term Frequency - Inverse Doc-
ument Frequency (TF-IDF) vectorization technique
for feature extraction. The model that produces the
greatest macro F1-Score is selected as the final
model to be used for detection after various ma-
chine learning models are tested. The model is
trained using the training dataset. The performance
of the trained model is assessed using the devel-
opment dataset. By tweaking the parameters, the
model is re-trained based on the performance. Fi-
nally, predictions are made using the test data and
the model. Figure 1 displays the architecture of the
system.

Train
Dataset

Development
Dataset

Test
Dataset

Model Building
using 

Machine learning 
algorithms

Trained Model

Evaluation
and Fine Tuning

Tuned Model Predicted
labels

Figure 1: Architecture diagram

4 Implementation Modules

This section elaborates on the datatsets and the
methodologies used.

4.1 Datasets Used

The abusive comment detection task consists of 3
datasets: Tamil, Tamil-English and Telugu-English
[7, 8].

The Tamil dataset consisted of a total of 2240
sentences with their corresponding labels. It was a
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multi-class classification task which included the
following labels: Misandry (446), Counter-speech
(149), Misogyny (125), Xenophobia (95), Hope-
Speech (86), Homophobia (35), Transphobic (6),
Not-Tamil (2), None-of-the-above (1296).

The Tamil-English dataset consisted of a total
of 5948 sentences with their corresponding labels.
The labels present were Misandry (830), Counter-
speech (348), Xenophobia (297), Hope-Speech
(213), Misogyny (211), Homophobia (172), Trans-
phobic (157), None-of-the-above (3720).

The Telugu-English dataset consisted of 4000
sentences along with their labels. This task was a
binary classification task and included the labels:
non-hate (2061) and hate (1939).

4.2 Methodology

Data Pre-processing: The text presented in the
data cannot be passed to the model directly. Hence
it is converted into numerical vectors by applying
the TF-IDF vectorization on the text data present.
After the vectorization the text data in the form of
a dense matrix is passed to the model.

Training machine learning models: Logistic
Regression (LR), Naive Bayes (NB), Support Vec-
tor Machines (SVM), Random Forest (RF), De-
cision Tree (DT) and BERT techniques are the
machine learning models employed. The training
dataset is used to train each model.

Evaluating machine learning models: The
trained models are evaluated using the develop-
ment dataset. The parameters of the model are
fine-tuned based on the performance. The model
that gives the maximum macro F1-Score is chosen
as the final detection model.

Running model on test data: Results are ob-
tained once the detection model receives the test
data.

5 Results

Several machine learning models are experimented
using the given datasets. Evaluation metrics like
accuracy (Acc), precision (Prec), Recall and F1-
score are used to evaluate the performance of the
models. The model that gives the best accuracy and
F1-score is chosen to run finally on the test data.

Table 1 displays the models’ results on the Tamil
dataset. It is evident that SVM provided the highest
accuracy and F1-score. The models’ results on
the Tamil-English dataset are displayed in Table
2. As can be seen, SVM provides the highest level

Model
Name

Acc Prec Recall F1-
Score

LR 0.66 0.30 0.21 0.22
NB 0.67 0.27 0.16 0.16
SVM 0.68 0.36 0.29 0.26
RF 0.67 0.34 0.30 0.25
DT 0.54 0.23 0.24 0.23
BERT 0.63 0.13 0.16 0.14

Table 1: Comparison results for the Tamil training
dataset

of accuracy and F1-score. Table 3 displays the

Model
Name

Acc Prec Recall F1-
Score

LR 0.70 0.63 0.27 0.31
NB 0.69 0.42 0.20 0.21
SVM 0.72 0.69 0.33 0.38
RF 0.72 0.55 0.30 0.34
DT 0.65 0.39 0.36 0.37
BERT 0.71 0.35 0.25 0.27

Table 2: Comparison results for the Tamil-English train-
ing dataset

models’ results on the Telugu-English dataset. It
is evident that Logistic Regression provides the
highest level of accuracy and F1-score.

Model
Name

Acc Prec Recall F1-
Score

LR 0.72 0.72 0.72 0.72
NB 0.70 0.70 0.70 0.70
SVM 0.69 0.69 0.69 0.69
RF 0.69 0.69 0.69 0.69
DT 0.65 0.65 0.65 0.65
BERT 0.68 0.71 0.69 0.68

Table 3: Comparison results for the Telugu-English
training dataset

The task on the Tamil and the Tamil-English
dataset are multi-class classification tasks. SVM
has proved to work best on them due to the factors
like effective separation of classes and resistance
to overfitting.

The task on the Telugu-English dataset is a
binary-class classification problem. LR has per-
formed best on this dataset due to its simplicity,
interpretability, efficiency with small dataset and
robustness to outliers.
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6 Performance Analysis

During testing, it was found that simpler machine
learning models like SVM and LR performed bet-
ter than more complex Transformer models like
BERT and mBERT. This can be due to the dataset’s
quantity and quality. Traditional ML models gener-
ally require less data than more complex models to
perform successfully. ML models might do better
than BERT if the dataset isn’t too big.BERT ex-
cels at a number of NLP tasks, however improved
training and classification require a large dataset
with a wide variety of texts. The performance of
the BERT may suffer if the data are unstable or
skewed.

It has been identified that even though the ac-
curacy for all the three datasets (multi class and
binary classification) are more or less same, the
F1-score of multi-class classification models are
very less when compared to the binary classifica-
tion models. This is due to the imbalance in Tamil
and Tamil-English dataset. We belive that this can
be rectified using data augmentation in future.

We have also noticed that deep learning trans-
former model has not performed well as it could
not learn the features effectively from the small
dataset of low resource language. In order to im-
prove the performance of the deep learning model
we have planned to augment the dataset as a future
work, so that it can solve the data imbalance as well
as increase the number of samples in the dataset.

For the test dataset of Tamil, Tamil-English,
Telugu-English languages we have achieved the
F1-score of 0.28, 0.37, and 0.6137 respectively.

7 Conclusion and Future Work

This task was taken as a part of “Abusive Com-
ment Detection in Tamil and Telugu at Dravid-
ianLangTech@RANLP 2023” shared task. For
the Tamil and Tamil-English datasets (multi class
classification) Support Vector Machine showed the
maximum performance and hence was used to run
on the test data and the results were submitted. For
the Telugu-English dataset (binary classification)
Logistic Regression showed the best performance
hence that was used to run on the test data. Our
team “Athena” was ranked 5th, 7th, 8th for the
Tamil, Tamil-English and Telugu-English datasets
respectively.

In the future we would like to improve the re-
sults by using larger and more balanced datasets.
We would also like to experiment on vectoriza-

tion feature extraction techniques more suitable for
code-mixed and non-English languages.
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