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Abstract
Parliamentary debates provide a broad
overview of (legal) pieces of evidence for
supporting or opposing the use of force
by a state. If a state backs its practice by
referring to a legal concept or the legal
elements of that concept, the existence of
a rule of customary international law (CIL)
may be assumed. Traditionally, however,
parliamentary debates have rarely been used as
a source of CIL. We address this research gap
with a joint approach that combines methods
from political science, legal studies and natural
language processing in order to ascertain the
existence of CIL regarding the legal concepts
of humanitarian intervention and responsibility
to protect. We introduce a new framework and
dataset to tackle the task of automatic legal
elements classification LegalECGPD to analyse
the use of force in german parliamentary
debates. We performed multiple experiments
in low-resource settings, showing the need
of in-domain expertise and the existing
limitations of supervised approaches when
faced with tasks necessitating the interpretation
of rich contextual information. Our resources
are available under an open-source license for
further research.

1 Introduction

The use of force by states is unlawful. The Charter
of the United Nations (UNC, the most important
treaty of international law) prohibits every threat
of or use of force (Art. 2 (4) UNC). There are two
undisputed exceptions to the prohibition of the use
of force: self-defence (art. 51 UNC) and authoriza-
tion by the Security Council of the United Nations
(arts. 39 and 42 UNC). Two further concepts - hu-
manitarian intervention (HI) and responsibility to
protect (R2P) - are legally disputed. Arguments
supporting the lawfulness of the latter concepts
are often based at least partly on customary inter-
national law (CIL) (Gray, 2018, p. 40-64). CIL

÷contribution details in app. F

consists of state practice that is accompanied by a
sense of legal obligation, the so-called opinio iuris
(Lepard, 2010, p. 6-7). State practice and opinio
iuris can be found in all branches of the state (In-
ternational Law Commission, 2018, conclusion 5).
All legal concepts are composed of legal elements1,
these are the requirements that have to be fulfilled
in order to achieve legal consequences and effects
(Wienbracke, 2013, p. 25-39). This highlights
the importance of the legal elements. Legal ele-
ments, however, are highly context specific and
cannot be assumed by a given word order. They are
always composed of the requirements for legal con-
sequences and effects in a given legal rule and vary
from rule to rule. In order to prove the existence
of opinio iuris the arguments brought forward to
substantiate a legal concept are an important factor:
if a state backs its practice by referring to a legal
concept in general or to the legal elements of that
concept the existence of opinio iuris and thus CIL
can be assumed (Lepard, 2010, p. 6-7). The legal
elements can be found inter alia in parliamentary
debates. For example, Ludger Volmer during the
KOSOVO debate2:

“ Es kann keinen Zweifel darin geben, daß es überfällig war,
den boshaftesten Despoten in Europa [Element 1], der
Krieg gegen sein eigenes Staatsvolk führt, es entwurzelt, in
die Wälder treibt und ermorden läßt, [Element 2] in seine
Schranken zu verweisen, um eine humanitäre Katastrophe
noch größeren Ausmaßes zu verhindern. [Element 3]".

Scholarship on international law largely ignores
parliamentary debates as a source of opinio iuris
and thus CIL (a notable exceptions is Henckaerts
et al. (2005)). It nevertheless refers to national laws
that are enacted and the circumstances of their en-
actment that need to be taken into account when
ascertaining opinio iuris (International Law Com-
mission, 2018, conclusion 6). Part of these cir-
cumstances are the parliamentary debates that are

1German: Tatbestandsmerkmale
2https://dserver.bundestag.de/btp/13/13248.pdf
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conducted in connection with the legislation. In
the case of Germany it is highly important to study
parliamentary debates since according to the Ger-
man constitution, parliament is the only body that
may legally decide on the use force in international
affairs. If parliamentary debates are considered ex-
plicitly in international law scholarship the method-
ological difficulties of including large amounts of
text are stressed (see for example Payandeh and
Aust (2018, 638) and Bajrami (2022, 160)). We
close this gap and treat parliamentary debates as
a source of CIL. We provide a new framework
for annotating legal elements in parliamentary de-
bates and an annotation of four debates with this
new framework, creating our novel "Legal Element
Classification on German Parliamentary Debates"
LegalECGPD dataset. Additional complexity when
analysing parliamentary debates is added by the
large amount of text in the debates. Legal expertise
beyond word search is needed since legal argu-
ments are often ambiguous (i.e. a single sentence
can be applied to more than one legal element). Fur-
thermore, the legal concept referred to by a speaker
is often not made explicit in parliamentary debates.
For example, Minister of Defence Volker Rühe in
the KOSOVO debate3:

“Es geht aber um die Abwehr einer humanitären
Katastrophe."

Implicit in this claim is the legal concept of HI.
It is not, however, explicitly mentioned. Neverthe-
less, the legal element of humanitarian catastrophe
is stated. In order to deal with these ambiguities
and the lack of explicit references to legal con-
cepts the present system goes beyond word search
and shows the need for a more comprehensive ap-
proach. From an international law point of view
the paper asks weather legal elements can be found
in parliamentary debates and thus substantiate the
claim that opinio iuris regarding HI and R2P ex-
ists. Furthermore, it is asked whether the applied
methods of Natural Language Processing (NLP)
are sufficiently precise in order to automate the
subsumption of parliamentary debates under legal
elements.

Advantages in NLP show the possibilities of
applying new contextualized language models (De-
vlin et al. (2019); Reimers and Gurevych (2019);
Brown et al. (2020); Lewis et al. (2020); Big-
Science et al. (2022), and many more) to deal
with the automatic identification of supporting

3https://dserver.bundestag.de/btp/13/13248.pdf

and opposing argumentative sentences within natu-
ral language (Cabrio and Villata, 2018; Lawrence
and Reed, 2019; Reimers et al., 2019; Schae-
fer and Stede, 2020; Toledo-Ronen et al., 2020;
Chakrabarty et al., 2019; Wang et al., 2020; Vecchi
et al., 2021; Lapesa et al., 2023). These two fields
of research are to be combined in order to enable
the analysis of legal elements regarding the valid-
ity of legal concepts. This helps international law
scholarship to ascertain the opinio iuris of states via
the legislature and substantiate the claim to validity
of a given legal concept faster and on a broader em-
pirical basis. Analyzing arguments in legal texts,
adapting annotation schemes to the legal domain
and the overall creation of domain-adapted models
is an actively studied NLP area (Haigh, 2018; Ya-
mada et al., 2019; Poudyal et al., 2020; Zhong et al.,
2020; Xu et al., 2020; Zhang et al., 2022; Grundler
et al., 2022; Chalkidis et al., 2022; Bergam et al.,
2022; Niklaus et al., 2023b; Habernal et al., 2023).
At the same time, focusing on legal arguments on
the intersection between international law and NLP
on political texts tends to be rather underexposed
in the existing literature. Parliamentary debates can
be considered a cross-domain use case inasmuch
as they treat questions of international law in an
genuinely political setting. As of yet, there are no
sufficiently fine-grained analyses regarding legal
elements in the context of HI and R2P discussed in
debates.

The contributions of our work address several
points: First, (1) we introduce a new insight-driven
task on the legal element classification in a cross-
domain environment. Second, (2) we provide a
theoretical-based framework to annotate parliamen-
tary debates and a novel corpus LegalECGPD based
on it with 476 sentences (including four debates
with 16.836 lines, 324 identified legal elements for
238 sentences), concluded by a legal expert. Fur-
thermore, (3) we present an expert-based analysis
of this new corpus giving comprehensive interpreta-
tion of the label distribution found. Afterwards, (4)
we performed four different state-of-the art deep
learning setups in our low-resource setting with
transformer-based contextualized sentence embed-
ding and domain-adaptation. Finally, (5) we did
a comprehensive error analysis showing multiple
limitations of the used models. We conclude that
due to the overall moderate performance an expert
supported approach is still needed, which points to
the need for legal experts in such complex settings.
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2 Related Work

Our work is related to (a) data-driven methods in
legal studies as well as international relations schol-
arship and (b) legal text analysis in NLP.

2.1 Data-driven methods in legal studies
Over the last years the use of data-driven meth-
ods in international legal scholarship with sev-
eral strands of research (Holtermann and Madsen,
2016, p. 11-18; Holtermann and Madsen, 2015) has
emerged (Tyler, 2017; Davies, 2020; Dyevre, 2021)
leading to the claim of an "empirical turn in inter-
national legal scholarship" (Shaffer and Ginsburg,
2012). Empirical legal research aims to identify
facts and evidence in order to better understand
the topics law regulates and to generate knowl-
edge about the functioning of a given legal system
through systematic research supported by quantita-
tive and qualitative data (Eisenberg, 2011, p. 1720;
Boom et al., 2018, p. 8; van Dijck et al., 2018). This
is where NLP can be used to advance the research
agenda. Empirical international legal research has
focused on several subfields of international law
(Alschner et al., 2017; Ginsburg and Shaffer, 2009),
(Posner and de Figueiredo, 2005), (Evangelista and
Tannenwald, 2017) and decisions by international
courts (Aletras et al., 2016; Medvedeva et al., 2020)
or debates in the UN Security Council (Glaser et al.,
2022; Patz et al., 2022). In doing so, attention has
been given to inter alia big-data analysis or the rep-
resentation of judicial networks (Coupette, 2019).
Research has started to employ machine learning
and NLP on subfields of international law (Nay,
2018; Eckhard et al., 2020; Dyevre, 2021; Alschner,
2020)4. Nevertheless, there are gaps in the research.
Even though questions of customary international
law have been singled out as being able to benefit
from empirical and digital methods, not much re-
search has been conducted (Megiddo, 2019). Ques-
tions regarding the prohibition on the use of force
as well as parliamentary debates have been mostly
excluded in international law scholarship (a notable
exception is Lewis et al. (2019)) Analysis of parlia-
mentary debates and the use of force using empiri-
cal methods are conducted in political science and
international relations scholarship (Vignoli (2020);
Wagner (2020); Hock (2021)) but largely excluded

4For a recent data set on argument mining and the Eu-
ropean Court of Human Rights see Poudyal et al. (2020);
see also Altwicker (2019) and Barczentewicz (2021) for an
overview of the methodological challenges for international
law scholarship.

from legal scholarship. Thus, the present work is
set on the interdisciplinary boundaries between in-
ternational legal scholarship, international relations
scholarship and NLP.

2.2 Legal Elements Classification in Natural
Language Processing

We introduced that legal elements prove the exis-
tence of legal concepts. Therefore, we can con-
ceptualize these elements close to the concept of
arguments supporting or opposing (as premises or
reasons) (Lawrence and Reed, 2019) the existence
of an implicitly or explicitly claimed legal concept
(claim).

Automated argument mining, a rapidly emerg-
ing subfield of Natural Language Processing (NLP),
finds wide application in the automatic detection,
verification, and characterisation of arguments
(Lippi and Torroni, 2016; Cabrio and Villata, 2018;
Stede and Schneider, 2018; Lawrence and Reed,
2019; Vecchi et al., 2021; Lapesa et al., 2023). The
benefits of new contextualized models for argument
mining have been exhibited in the recent research
(Reimers et al., 2019; Wang et al., 2020; Habernal
et al., 2023).

More and more studies are now focusing on legal
texts. This trend is driven by two factors: creating
automated systems to process legal text can reduce
the repetitive and time-consuming tasks of legal
practitioners and scholars. Moreover, these systems
can offer a reliable reference to those not familiar
with the legal domain (Zhong et al., 2020).

The existing body of research has made avail-
able legal corpora that serve as the subject of vari-
ous classification tasks, thereby giving rise to new
datasets (Zhang et al., 2022). Chalkidis et al. (2023)
have offered a multinational English legal corpus
consisting of 11 sub-corpora that encompass leg-
islation and case law from six English-speaking
legal systems, namely, the EU, the Council of Eu-
rope, Canada, the US, the UK, and India. A re-
cent release by Niklaus et al. (2023b) includes a
multilingual legal corpus spanning 24 languages
(including German, English, Spanish, and others)
from 17 jurisdictions.

Specific to argumentation mining, Poudyal et al.
(2020) have made available an annotated corpus
composed of decisions from the European Court of
Human Rights (ECHR), building on the previously
annotated corpus provided by Mochales and Moens
(2011). Grundler et al. (2022) released a corpus
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for argument mining, composed of decisions of
the Court of Justice of the European Union. Other
examples include Japanese judgement documents
(Yamada et al., 2019) and case holdings on legal de-
cisions (Zheng et al., 2021). Habernal et al. (2023)
recently introduced a labeled corpus for argument
mining based on the English corpus of the Euro-
pean Court of Human Rights.

Legal language is often categorized as a "sub-
language". Like other specialized domains such
as medical texts, legal texts (laws, pleadings, con-
tract) possess distinctive properties such as spe-
cialized vocabulary, formal syntax, and seman-
tics rooted in extensive domain-specific knowl-
edge. This leads to unique properties in compar-
ison to generic corpora (Haigh, 2018). A base
model like BERT (Devlin et al., 2019) often falls
short in specialized domains (Beltagy et al., 2019).
In this regard, Chalkidis et al. (2020) suggested
LegalBERT, pre-trained on multiple legal corpora
such as EURLEX and LEGISLATION.GOV.UK. An-
other study by Zheng et al. (2021) employed the
complete English Harvard Law case corpus to pre-
train CaseLaw-BERT. Legal language models have
been also pre-trained for Italian (Licari and Co-
mandè, 2022), Romanian (Masala et al., 2021), and
Spanish (Gutiérrez-Fandiño et al., 2021) as well.
Furthermore, Niklaus et al. (2023b) trained a mul-
tilingual Legal-XLM and evaluated it on the newly
introduced LEXTREME (Niklaus et al., 2023a), a
legal benchmark. Habernal et al. (2023) performed
continuous pre-training on the ECHR corpus using
the RoBERTa-Large model for argument mining.

Moreover, argument mining in political debates,
particularly in (German) parliamentary debates, re-
mains rather unexplored. Limited research has
been conducted in this area, including works by
Menini et al. (2018), who annotated speeches by
Nixon and Kennedy during the 1960 Presidential
campaign, Visser et al. (2021), who annotated the
2016 US presidential debates, and Hüning et al.
(2022), who used messages from an online survey
about a Local Rent Control Initiative for argument
mining. Another noteworthy contribution is by
Mestre et al. (2021), who built a corpus consist-
ing of labeled sentence pairs from the 2020 US
political election debates. Recently, Mancini et al.
(2022) released a multi-modal corpus, where the
text input is enriched by and aligned to the audio
input.

Unlike existing research, our legal context is sit-

uated in the cross-domain of parliamentary debates
(political texts), limiting the usability of existing
methods due to the differing use of language. This
demonstrates that a clear separation between legal
texts and other types of texts does not always rep-
resent reality. Therefore, the cross-domain task of
legal element recognition on German parliamentary
debates is not covered by the existing datasets and
models, which means that we can not use existing
corpora or models to adapt them to our use case.
Instead, we need to provide a new corpus that repre-
sents legal element types in the context of German
parliamentary debates more comprehensively.

3 Legal Background

In this paper we address several unique types of
legal elements derived from the legal concepts of
HI and R2P. Both share the same argumentative
basis: gravest violations of human rights may serve
as a justification for the use of force by third states.
They lack, however, a clear-cut distinction from
each other as well as clear dogmatic legal ground-
ing. Both have often been based on CIL as well as
expansive interpretations of the UNC. By the end of
the 19th century HI was mostly considered lawful if
there was a just cause for intervention. In principle,
if a state conducted gross abuses against its popula-
tion, any other state that was willing to intervene
militarily in order to stop these abuses had the right
to do so (Neff, 2005, p. 217-218). Thus, the two
legal elements of a humanitarian catastrophe and
the protection of locals were needed. With the sign-
ing of the UNC, the idea of HI became superseded
by art. 2 (4). While there have been some uses of
force under the justification of HI between 1945
and the early 1990s, the claim to the legality of HI
remained weak (Dave, 2009, p. 37-38; Gray, 2018,
p. 40-44). The failure to prevent the genocide in
Rwanda in 1994 and NATO’s intervention without
an authorization by the Security Council under the
framework of HI in Kosovo in 1999 lead to renewed
debate regarding the lawfulness of HI (Crossley,
2018, p. 418-420; Thakur, 2016). These discus-
sions culminated in the development of R2P. R2P
was brought forward by the International Commis-
sion on Intervention and State Sovereignty and ar-
gued for two major changes. Contrary to HI, R2P’s
main focus is not the right to intervene but the pro-
tection of the population. Additionally, sovereignty
is seen as conditional to the protection of a pop-
ulation from suffering serious harm. If a state is
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Label Legal Element Definition Example

HUMA Humanitarian catastrophe The code is used if the speaker refers to a humanitar-
ian catastrophe taking place or being imminent (major
human rights violations that amount to war crimes, geno-
cide, ethnic cleansing and crimes against humanity) that
makes the use of force necessary.

The situation in this country is a humani-
tarian catastrophe, people starve and suf-
fer, therefore we must use force to stop
the aggressor.

PROT Protection of local civilians This code applies if the speaker considers that the need
to protect the local civilians from major human rights
violations, that amount to war crimes, genocide, ethnic
cleansing and crimes against humanity makes the use of
force necessary.

We have to use our country’s military to
protect the civilians in this country.

FAIL Failure to Protect by home state This code applies if the speaker considers that the home
state has failed to protect its population from war crimes,
genocide, ethnic cleansing and crimes against humanity
makes the use of force necessary.

This country is not protecting its people
from the crimes against humanity occur-
ring, thus we need to use our military.

LAST Last Resort This code applies if the speaker considers to the use of
force as a last resort and that all peaceful means (such as
diplomacy) are exhausted.

We have tried every diplomatic means
available but to no avail, there is no
choice but to use force.

PROP Proportionality of the use of force
to the threat

This code applies if a speaker sees the way force is used
in a proportional manner (including that civilians are
protected as far as possible or receive special treatment
to help with the suffering.)

When we use force we take every pos-
sible precaution to protect the civilians
from our attacks.

REAS Reasonable prospect of success This code applies if the speaker argues that a reasonable
prospect of success is given.

Using the military is always risky but we
are sure that we will succeed.

AUTH Rightful authority given This code applies if the speaker argues that a rightful
or legitimate authority for the use of force is given (this
includes but is not limited to references to the Security
Council).

We have every right to use force and
our actions are covered by the Security
Council.

INTE Right intention This code applies if the speaker refers to having the right
intention of the use of force. This might be the case, for
example, if speakers refer to a moral cause for going to
war as being given.

This is not a war for our national interest
it is a moral duty.

Table 1: Framework adapted from codebook from Hock (2021), drawing on work from Wagner (2020).

not willing or not able to protect its population,
the responsibility for doing so shifts to the inter-
national community (Bellamy, 2014, p. 1-3; Saba
and Akbarzadeh, 2018, p. 244-245). In order for
the responsibility to pass on to the international
community, several criteria have to be fulfilled: a
just cause has to be given, the use of force has to
be conducted with the right intention as a last re-
sort, proportional to the threat, and with reasonable
chance of success. The authority to authorize an
intervention under R2P should generally lie with
the Security Council (ICISS, 2001, p. XI-XIII).
The 2005 World Summit Outcome5 endorsed the
R2P in principle. It also stressed the sovereignty
of states and the importance of an authorization by
the Security Council. This brought R2P closer in
line with traditional understandings of the UNC.
R2P could be invoked in cases of war crimes, geno-
cide, ethnic cleansing, and crimes against humanity
but only if a state manifestly failed to protect its
population. Nevertheless, a definite and exhaustive
list of criteria needed for a situation of R2P was
not brought forward. Following from the above,
several legal elements that are shared between HI
and R2P can be distilled: humanitarian catastrophe,
protection of locals, failure to protect by the home
state, right intention, last resort, proportionality of

5UN Doc. A/Res/60/1 (24. October 2005) para. 138-140

the use of force to the threat, reasonable chance
of success, rightful authority given. R2P remains
controversial amongst states and the international
community (Crossley, 2018). Thus, the analysis
of customary international law and state’s opinions
regarding HI and R2P remains highly relevant.

4 Dataset for Legal Elements
Classification

We claimed that a new dataset is needed to cover
the task of classifying legal elements in parliamen-
tary debates. In this section, we will give details
on the creation of our "LegalECPD-dataset". (1)
Inspired by Hock (2021), drawing on work from
Wagner (2020), we introduce an adapted frame-
work to annotate the different facets of legal ele-
ments regarding HI and R2P. (2) We then show the
annotation process of four debates (KOSOVO (BTP
13/248), LIBYA (BTP 17/095), SYRIA-A (BTP
18/042), SYRIA-B (BTP 18/044). Moreover, (3)
we analyze the generated dataset LegalECGPD of
the identified 324 legal elements in 238 sentences
in terms of the distribution and characteristics of
the debates.

Dataset Creation. We base our work on four par-
liamentary debates regarding the authorization to
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multilabel

set ratio sentences # Huma Prot Fail Last Prop Reas Auth Inte labels #

full 100% 238 51 52 20 44 8 32 39 78 324

stratified-debate split

train 70% 165 31 38 13 30 5 23 27 52 219
dev 10% 25 6 8 3 3 1 3 7 8 39
test 20% 48 14 6 4 11 2 6 5 18 66

cross-debate split

train KOSOVO, SYRIA-A 191 46 43 13 36 7 29 24 64 262
dev LIBYA 20 4 3 4 4 0 1 10 3 29
test SYRIA-B 28 1 6 3 4 1 2 5 11 33

Table 2: Summary of our legal elements dataset, detailing the sample counts and multilabel distributions for two
data splitting strategies: the stratified-debate split (ensuring balanced representation of the four debates in each
set) and the cross-debate split (allocating two debates for training, and one each for development and testing).

.

use force6. Parliamentary debates are especially in-
teresting for two reasons. Firstly, they are a means
to ascertain the opinio iuris of a state. Secondly,
while they cover questions of international law, they
do so as part of a political speech, not as for exam-
ple a legal analysis. Thus, legal concepts will be
mentioned but intertwined with genuinely political
arguments. It is safe to assume that the legal ele-
ments mentioned may be vague or ambiguous due
to the political nature of the texts. In order to anal-
yse the legal basis of these concepts we take the
cases of the war in Kosovo, the war in Libya and
the war against ISIS (Syria-A and Syria-B) as ex-
amples. The datasets draws on all German debates
authorizing to use of force for the first time (the
ISIS debates are strongly connected in the sense
that Syria-A is the debate that continues to the
vote in Syria-B. The latter is thus considered as
to fall into these criteria as well). This is based on
the observation that the war in Kosovo was a cata-
lyst for the creation of R2P. The war against Libya
as well as the war against ISIS can be considered
as examples in which R2P featured prominently -
even though in both cases other legal justifications,
such as authorization by the Security Council and
self-defence played a more important role. No fur-
ther debates that fulfil the criteria of authorizing
the use of force for the first time in a situation in
which either HI or R2P might apply exist. For
example, while there are more parliamentary de-

6https://dserver.bundestag.de/btp/{ID}.pdf
(ID=13/13248|17/17095|18/18042|18/18044)

bates on the use of force in Kosovo, the situation
has changed from an international law perspective.
After the Kosovo War the debate turned towards
the presence of foreign forces in the Kosovo and
the fulfillment of inter alia Security Council reso-
lution 12447. Thus, an expansion of the dataset on
the ground of the above mentioned criteria is not
possible.

Annotation. Our coding framework is adapted
from the coding scheme of Hock (2021), which
draws on the work of Wagner (2020). We adapt the
coding scheme to better cover the concepts of HI
and R2P. This includes merging and expanding sev-
eral codes that aimed for grasping different facets
of legal theory into codes adapted to cover legal
elements. For example "just cause", "just war",
and "right intention, warfare as morally justified"
have been merged to "right intention". The codes
"failure to protect by home state" and "proportion-
ality of the use of force to the threat" have been
included in our coding framework. Furthermore,
codes that focused exclusively on questions of legal
theory, such as for example "just war" or "state of
exception makes legality less important" have been
deleted. Our aim is to include all legal elements
made for the legal framework of HI and R2P. We
used the presented annotation scheme and defined
categories (”codebook”). Our codebook itself con-
sists of seven domain-specific categories. We did
our study with one legal domain expert. Our legal

7UN Doc. S/Res/1244 (1999)
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expert is a 30-35 years old (male) with a strong aca-
demic background in international law and more
than three years experience in this domain. He
checked more than 15k sentences of all debates.

Statistics and Analysis. The resulting dataset
(Tab. 2) contains 324 legal elements in 238 sen-
tences (only 1-2% of all sentences in the debates
included legal elements). While there are many
similarities (App. D), such as the large amount of
right intention and protection of local civilians in
all debates - as was expected since we are analysing
the same legal exception to the prohibition of the
use of force - there are several noteworthy aspects.
The element of humanitarian catastrophe is most
widely used in the debate on Kosovo. This illus-
trates the point that HI was re-discovered as a legal
doctrine with the war in Kosovo. The shift towards
the R2P explains the relative decline in the usage of
humanitarian catastrophe. This is connected with
the element of right intention being used most fre-
quently in the Kosovo debate as well. Since the use
of force in support of human rights was a rather
novel occurrence in the Kosovo war, this finding is
not surprising. Syria-A features protection of local
civilians prominently, Syria-B right intention. Re-
gardless of several outliers, the distribution pattern
is comparable over cases. From an international
law perspective, it is regrettable that only around
1.5 per cent of all lines contained legal elements.
Normatively, this questions whether a strong base
for opinio iuris can be found in parliamentary de-
bates at all. Further research is necessary to deter-
mine the relative strength of the arguments made.
Thus, the lack of relevant lines could be due to a
strong belief that the legal basis is clear and un-
equivocal. Speakers may not have referred towards
legal elements because they took their existence for
granted.

5 Automatic Approach for Legal
Elements Classification

In this section, we analyse the performance of NLP
methods on legal element classification on German
parliamentary debates. We focuses on the concrete
type of the legal element, performing a multi-label
classification task in a few-shot setting.

Task. We model the classification of legal ele-
ments as a sentence-level multi-label classification
task. Given a sentence s composed of words wi,
where i ∈ {1, ..., n}, the goal is to assign a list

of legal elements e = (e0, ..., em) to the sentence.
For example8:

“Es kann keinen Zweifel darin geben, daß es überfällig
war, den boshaftesten Despoten in Europa [right inten-
tion], der Krieg gegen sein eigenes Staatsvolk führt, es en-
twurzelt, in die Wälder treibt und ermorden läßt, [failure
to protect] in seine Schranken zu verweisen, um eine hu-
manitäre Katastrophe noch größeren Ausmaßes zu verhin-
dern. [humanitarian catastrophe]" e−→ Inte, Fail, Huma

Dataset. We use our novel LegalECGPD dataset
and create two different dataset splits (Tab. 2):
stratified random split and cross-debate split. In
the stratified random split, we randomly but strati-
fied the dataset, allocating 70% for train, 10% for
development, and 20% for test. This ensured a bal-
anced representation of our different debates across
the subsets. In the cross-debate split, designed for
cross-debate evaluation, we divided the data based
on the perspectives captured in the debates. Two
debates were included in the train set, one in the
development set, and the remaining one in the test
set. This approach facilitated the exploration of
distinct perspectives across different debates, en-
abling a comprehensive evaluation of the model’s
performance in a cross-debate scenario.

Models. We base our analyses on freely avail-
able traditional and state-of-the-art NLP methods.
We intend to demonstrate the performance of exist-
ing models to provide a basis for further research.
We applied four types of models (A) dictionary-
base (DB), (B) feature-based (FB), (C) transformer-
based fine-tuning (FT) and (D) domain-adapted
sentence-transformer (DASent):

(A) Dictionary-based (DB): We apply
dictionary-based models with two pre-defined
lexicons: an expert-curated one with domain
knowledge (App. B.1) and a generated lexicon via
Pointwise Mutual Information (PMI) (Church and
Hanks, 1989) for statistical associations. These
models offer a simple and efficient baseline.

(B) Feature-based (FB): Furthermore, we test
feature-based models, extracting specific features
from data for classifications. We used TF-IDF to
measure word importance (Sparck Jones, 1988) and
GermanBERT embeddings (Chan et al., 2020) to
represent data and capture semantic relationships.
We use a multi-layer perceptron (Rumelhart et al.,
1986) as classification head incorporating the fea-
tures for classification (App. B.2)

8https://dserver.bundestag.de/btp/13/13248.pdf
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(C) Transformer-based Fine-tuning (FT): We
also test a transformer-based GermanBERT (Chan
et al., 2020) with fine-tuning on our task-specific
dataset (App. B.3). This approach leverages prior
knowledge from the BERT base model.

(D) Domain-Sent-Transformer (DASent): Fi-
nally, we apply SetFit (Tunstall et al., 2022) that
adapts sentence-transformer models to our domain
by training on LegalECGPD (App. B.4). SetFit
employs contrastive learning for fine-tuning. This
technique distinguishes between similar and dissim-
ilar sentence pairs to capture semantic relationships.
The adapted model generates domain-specific sen-
tence embeddings for classification and is "efficient
[...] for few-shot fine tuning." (ib.)

Results. Our results (Tab. 3 and App. 6) show
that domain adaptation using sentence embeddings
outperforms other approaches (DASent, .63 F1-
Micro, ±.01 std). Specifically, the task-specific
fine-tuning method (FT) shows comparable per-
formance (.61 F1-Micro, ±.01 std) to the domain-
adaptation technique, albeit slightly lower. On the
other hand, the baseline models, including the dict-
based (DB) and feature-based models (FB), demon-
strate inferior performance. These findings empha-
size the effectiveness of leveraging domain-specific
knowledge encoded within sentence embeddings
for improved performance in the given task.

Model F1micro Pre Rec F1macro Pre Rec
DB-Expert .16 .75 .06 .09 .19 .06
DB-PMI .17 .24 .14 .16 .19 .18
FB-TFIDF .43 .58 .35 .31 .45 .25
FB-BERT .55 .64 .55 .45 .58 .43
FT-BERT .61 .72 .53 .48 .60 .44
DASent (SetFit) .63 .57 .70 .63 .65 .71

Table 3: Results on our stratified random test set.

Model F1micro Pre Rec F1macro Pre Rec
DB-Expert .00 .00 .00 .00 .00 .00
DB-PMI .19 .25 .16 .14 .18 .14
FB-TFIDF .37 .50 .29 .22 .33 .19
FB-BERT .38 .38 .38 .36 .40 .38
FT-BERT .47 .64 .37 .34 .44 .33
DASent (SetFit) .57 .47 .71 .43 .43 .56

Table 4: Results on our cross-debate test set SYRIA-B.

Additionally, when considering the more chal-
lenging dataset that involved cross-debate evalua-
tion, our results (Tab. 4 and app. 6) continue to
showcase the effectiveness of domain adaptation us-
ing sentence embeddings (DASent, .57 F1-Micro
±.01 std).

Error Analysis. Our results of the best perform-
ing model DASent show that the most interesting

task is connected to the label INTE, covering
the legal element of right intention. Here, we
have seen several divergences between the coder
and the model. This is due to the fact that INTE
covers arguments that are deeply intertwined with
moral judgments. Furthermore, in these cases,
connections between different parts of the argu-
ment are often implicit and highly dependent on
context as well as prior knowledge. They represent
fringe cases that are difficult to evaluate even with
domain expertise (translations DE −→EN in app. E).

“Nennen Sie mir einen weltweit, der sich mehr darum bemüht,
dass dieser politische Prozess zustande kommt." (id 173)

Here, the model labeled the argument as LAST, the
domain expert as Last and INTE. While it is clear
that the argument centers partly around the use of
force as being an action of last resort, the argument
is also morally based. This is due to the fact that the
speaker claims to be the one who is the most con-
cerned with keeping the peace. Another example is:

“Es kann keinen Zweifel darin geben, daß es überfällig war,
den boshaftesten Despoten in Europa, der Krieg gegen sein
eigenes Staatsvolk führt, es entwurzelt, in die Wälder treibt

und ermorden läßt, in seine Schranken zu verweisen, um eine
humanitäre Katastrophe noch größeren Ausmaßes zu

verhindern.“ (id 138)

Here, the moral judgment is made via the clas-
sification of the political leader as evil despot
instead of simply as enemy. Implicit in the
understanding of the leader as evil despot (as
well as explicit in the further parts of the text)
is the humanitarian catastrophe and the failure
to protect. Thus, the domain expert has labeled
this as HUMA, FAIL, and INTE while the model
did label it as HUMA and PROT. Arguably, the
label PROT could be used as well, nevertheless,
FAIL is the more fitting label. Moral judgments
are also contained in the following argument:

“Wenn wir diese schrecklichen Szenen als Fernsehzuschauer
in Westeuropa einfach konsumieren würden, ohne zu handeln,

dann würden wir letztlich mit einer rostigen Rasierklinge
unser Gesicht zerschneiden und unser eigenes Gesicht

entstellen.” (id 72)

Here, the reference towards a rusty razor cutting
one’s own face can be understood as a moral
judgement claim. It was thus labeled as INTE by
the domain expert. The model labeled it as PROT.
Here, however, the argument refers towards the
self-image and their own understanding of moral
and ethical considerations and not towards the
protection of civilians as such. Another example is:



37

“Wir können nicht tatenlos zusehen, wenn sich regionale
Faustrechte entwickeln und Menschenrechte in Regionen so

verletzt werden, daß es zu humanitären Katastrophen
kommen kann, weil das Gewaltmonopol der Vereinten

Nationen nicht ausgeübt werden kann.“ (id 114)

In this last example the model labeled it as HUMA
and PROT. The domain expert labeled it as HUMA
and INTE. Here, the notion of taking the law into
one’s own hand leads to the argument centering
around legality and the moral role of the law.
Nevertheless, there is merit to the label PROT.
It remains to be said that there are far-reaching
consequences if the existence of a rule of CIL
that considers HI and R2P to be lawful were
ascertained. Ultimately, warfare might occur more
often (Orford, 2003).

6 Conclusion

International legal concepts are in most cases based
on treaty law or CIL. CIL consists of state practice
and opinio iuris. We claim that opinio iuris can be
found in parliamentary debates. A legal concept
consists of legal elements. Thus, in order to prove
the existence of opinio iuris one has to find legal
elements in parliamentary debates. We tried to as-
certain the existence of opinio iuris regarding HI
and R2P by analysing legal elements in parliamen-
tary debates. Our use case offers a cross-domain
approach inasmuch as it combines two domains
that usually are treated separately, i.e. legal ele-
ments in genuinely political texts. This presents
a novel task for NLP methods. We offer a new
dataset and a contribution to the fields of NLP as
well as empirical legal scholarship. Our experi-
ments have shown several results. There is a sur-
prisingly low amount of legal elements mentioned
in parliamentary debates. The distribution of legal
elements follows expected patters inasmuch as all
cases cover the same legal concepts. Nevertheless,
it became evident that the used NLP models do not
provide sufficient accuracy (yet) in such a few-shot
multilabel setting. Thus, domain specific knowl-
edge is needed. Our provided framework enables
future research and our data set is available under
an open-source license9.

7 Future Work

Possible future work on this project could benefit
from several different extensions. From the view-
point of NLP and its methods three major expan-

9github.com/chkla/LegalECGPD

sions would be beneficial: First, improving the
granularity of annotation to extend it to a span- and
token-level would potentially yield greater detail
and precision in data labeling. Furthermore, the
reliability and diversity of annotations could be bol-
stered by expanding the number of legal experts in-
volved in annotating legal elements. This approach
may augment the range and depth of perspectives,
thereby enhancing the overall quality and balance
of the dataset. Second, building on the recently
introduced models for multilingual legal language,
there is an opportunity to develop a cross-domain
language model specifically tailored for analyzing
legal language in political debates. Lastly, conduct-
ing a more in-depth study to interpret the domain
features that the model uses to classify legal ele-
ments would be beneficial. This could involve a
legal expert-guided analysis of the typical underly-
ing features that should be deployed, and further
expanding the model to concentrate more on these
conceptual features. The ultimate objective is to
develop a model that is guided more by defined
legal concepts than merely by linguistic charac-
teristics, potentially leading to more accurate and
relevant interpretation and classification of legal
elements. From the viewpoint of international law
two further extensions would be of value to further
work. In order to further ascertain the CIL-base of
HI and R2P it would be beneficial to study other
parliamentary democracies besides Germany since
the more states support a legal concepts based on
CIL the more substantial is the claim towards the
legality of that concept. Furthermore, the present
methods could be applied to legal concepts besides
HI and R2P in the area of international law and
the use of force, such as for example expansive
understandings of the right to self-defence. This
would provide international law scholarship and
international political decision making with an em-
pirically grounded substantiation of the legality of
the use of force within the context of legally con-
tested situations.

8 Limitations

The present paper shows several problems when
dealing with international law empirically. We
showed the challenging aspects of classification
in a low resource setting. Unfortunately due to
specific use case we can not simply scale up the
amount of data. As discussed our dataset covers
the use case for the legal domain. Furthermore, le-
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gal norms have a inherent ambiguity regarding the
situation they are applicable to. More often than
not, a legal argument is multi-faceted and highly
complex with often implicit and highly context-
based references as well as moral judgments. Only
rarely will a speaker invoke clearly which legal
norm he might be referring to. Furthermore, the
legal concepts of HI and R2P remain difficult to
define. Consequently, a statement made in a debate
may count towards more than one legal element.
Thus only a limited amount of the argumentative
depth of a legal argument can be covered with the
present methods. This points towards a general
problem of empirical legal sciences that needs to
be answered in further research.

9 Ethics Statement

When developing a model to predict legal element
types in parliamentary debates, several ethical con-
siderations must be addressed. Firstly, the accuracy
and reliability of the model are critical; moder-
ate results might indicate that the model may not
capture the nuances and complexities of legal con-
cepts within debates. Involving legal experts in the
training and evaluation process can help to refine
the model, ensuring that it properly reflects legal
terminologies and concepts. However, expert in-
volvement should be balanced to avoid biases that
may inadvertently be introduced by the experts.
Incorporating the fact that only one expert was in-
volved adds another layer of ethical consideration.
Relying on a single expert could introduce a lack
of diversity in perspectives and potentially skew
the model towards the biases and opinions of that
particular individual. Legal interpretation often re-
quires a range of perspectives to account for the
complexities and subtleties of language and con-
text. With just one expert, there is a risk that the
model may not be as robust or as representative
as it could be with the input from multiple experts
with diverse backgrounds and areas of expertise.
Nevertheless, even the inclusion of more than one
legal expert might not lead to significantly better
results. Legal questions are always based on in-
terpretation. This interpretation cannot be fully
objective, even though the methodology of legal
science aims to reduce the subjectivity involved in
interpretation. Thus, standard solutions such as tak-
ing the average of several experts might improve
performance but do not in each and every case lead
to better results. Additionally, domain expertise is

scarce. It is therefore difficult to include more than
one expert Secondly, the transparency and explain-
ability of the model are essential, particularly in
the legal domain where the decisions and analyses
can have far-reaching consequences. Adding to this
aspect concerning the transparency and explainabil-
ity of the model, it is crucial to consider that error
analysis typically reveals only a fraction of the pos-
sible errors. This limitation in understanding the
full scope of the model’s errors is a vital ethical
concern. It means that the model could have under-
lying issues that are not immediately apparent, and
these unidentified issues could lead to incorrect or
misleading predictions. Thirdly, one must consider
the potential misuse of the model. If the model
is not highly accurate, relying on its predictions
without human verification could lead to misinter-
pretations of legal elements in debates, which in
turn could have policy implications or affect legal
interpretations and decisions.
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B Models

In this section, we provide further details regarding
the models employed in our experimental setting:

B.1 Expert-Based Dictionary

We created an expert-based dictionary, drawing
upon the wealth of knowledge from our domain
expert. In the following table, we present the var-
ious terms and expressions contained within our
dictionary (Tab. 5).

B.2 Feature-based Classification with MLP
heads

We take the sentence embedding from the
pre-trained models to perform a classifica-
tion using a small Multi-Layer Perceptron
(MLP) with 32 hidden layers (alpha=1e-5,
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Huma "humanitäre", "katastrophe", "gewalt", "mas-
saker", "notlage"

Pro "gewalt", "massaker", "notlage", "vertreibung",
"flüchtlinge", "mord", "kriegsverbrechen",
"opfer"

Fail "angriffe", "bevölkerung", "regierung", "präsi-
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brechen", "volk", "säuberungen", "staatsterror"

Last "letztes", "äußerstes", "mittel", "ultima", "ratio",
"lösung", "politisch", "allein", "gewalt", "mil-
itärisch"

Prop "begrenzt", "vertretbar", "proportional",
"luftschlag", "erforderlich", "phasen",
"angemessen", "gleichwertig"

Reas "erfolg", "aussicht", "vertretbar", "lösung",
"glaubhaft", "wirkung", "realistisch", "chance",
"erreichbar", "ziel"

Auth "sicherheitsrat", "resolution", "autorisierung",
"staatengemeinschaft", "un", "vereinte natio-
nen", "generalsekretär", "nato", "mandat", "eu"

Inte "moral", "freiheit", "demokratie", "menschen-
rechte", "friede", "friedlich", "diplomatisch",
"lösung", "tyrann", "stabilität"

Table 5: Dictionary.

B.3 Transformer-based Fine-Tuning

We use pre-trained models trained on monolin-
gual GermanBERT (Chan et al., 2020). We fine-
tuned the model with the HuggingFace trans-
formers library (Wolf et al., 2020) on the ran-
dom split (epochs=20, lr=1e-5, epsilon=2e-08 and
batch=8) and the debates split (epochs=15, lr=5e-5,
epsilon=1e-08 and batch=8) with three different
seeds {42, 111, 133} and selected the best perform-
ing model based on the evaluation loss.

B.4 Domain-Sent-Embeddings (DASent)

We used the framework SetFit in our experi-
ments (Tunstall et al., 2022). We trained the
domain-adapted sentence embeddings with SetFit
for 10 epochs and 20 iterations (on three differ-
ent seeds with batch_size=16, learning_rate=2e-
5, warmup_proportion=0.1). SetFit employs a
method known as contrastive learning in the
fine-tuning process of the sentence transformer
(Reimers and Gurevych, 2019). Contrastive learn-
ing is a natural language processing method in
which the model learns to distinguish between a
pair of sentences that are similar (positive pair)
and a pair that are dissimilar (negative pair). The
model learns to bring positive pairs closer in the
embedding space while simultaneously pushing
negative pairs further apart. This results in a bet-
ter differentiation between positive and negative
pairs. Contrastive learning is capable of capturing
meaningful semantic relationships between texts,

which significantly improves the model’s perfor-
mance. This is especially beneficial when dealing
with small datasets. After this step, the fine-tuned
model generates sentence embeddings that are used
to train a classification head (Tunstall et al., 2022).

C Negative Example

Find below an example that does not contain any
legal elements. This example serves to illustrate the
kind of content that is not relevant for legal element
classification. A negative example for classifica-
tion is the following statement made by Karsten D.
Voigt in the Kosovo debate11:

“Es gebührt auch dem bisherigen Kanzler und dem künfti-
gen Kanzler, den bisherigen und künftigen Ministern, die
durch diese Art des Zusammenwirkens einen Beitrag zur
politischen Kultur in Deutschland geleistet haben, nach-
drücklich Dank." −→ Element 1, Element 2, Element3

No legally relevant statement has been given in
this sentence.

D Dataset Characteristics

The following figure provides an overview of the la-
bel distribution across all debates, offering insights
into the overall composition of the dataset (Fig. 1).

Figure 1: Dataset characteristics, showing the overall
label distribution (see Tab. 1) for all debates.

E Translation

The translation (DE−→EN) has been conducted by
the authors:

(DE, id 138) “Es kann keinen Zweifel darin
geben, daß es überfällig war, den boshaftesten
Despoten in Europa, der Krieg gegen sein eigenes

11https://dserver.bundestag.de/btp/13/13248.pdf
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multilabel

HUMA PROT FAIL LAST PROP REAS AUTH INTE
Model Set HL CE Pre Rec F1 Pre Rec F1 Pre Rec F1 Pre Rec F1 Pre Rec F1 Pre Rec F1 Pre Rec F1 Pre Rec F1

Stratified Random Split

DB-Expert dev .20 ± .00 8.00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00

DB-Expert test .16 ± .00 7.42 ± .00 1.0 ± .00 .36 ± .00 .53 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .50 ± .00 .09 ± .00 .15 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00

DB-PMI dev .23 ± .00 6.92 ± .00 .50 ± .00 .33 ± .00 .40 ± .00 .50 ± .00 .12 ± .00 .20 ± .00 .33 ± .00 .67 ± .00 .44 ± .00 .17 ± .00 .33 ± .00 .22 ± .00 .17 ± .00 1.0 ± .00 .29 ± .00 .50 ± .00 .33 ± .00 .40 ± .00 .75 ± .00 .43 ± .00 .55 ± .00 1.0 ± .00 .12 ± .00 .22 ± .00

DB-PMI test .22 ± .00 7.33 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .60 ± .00 .27 ± .00 .37 ± .00 .17 ± .00 .50 ± .00 .25 ± .00 .25 ± .00 .33 ± .00 .29 ± .00 .20 ± .00 .20 ± .00 .20 ± .00 .29 ± .00 .11 ± .00 .16 ± .00

FB-TFIDF dev .17 ± .00 6.44 ± .20 .50 ± .00 .17 ± .00 .25 ± .00 .69 ± .04 .29 ± .06 .41 ± .06 1.0 ± .00 .33 ± .00 .50 ± .00 .61 ± .08 .67 ± .00 .63 ± .04 .00 ± .00 .00 ± .00 .00 ± .00 .83 ± .24 .33 ± .00 .47 ± .05 1.0 ± .00 .38 ± .07 .55 ± .07 .48 ± .11 .25 ± .1 .33 ± .11

FB-TFIDF test .16 ± .00 5.91 ± .18 .87 ± .03 .60 ± .03 .70 ± .01 .10 ± .02 .17 ± .00 .13 ± .01 .00 ± .00 .00 ± .00 .00 ± .00 .62 ± .03 .30 ± .04 .41 ± .05 .00 ± .00 .00 ± .00 .00 ± .00 .58 ± .31 .17 ± .00 .25 ± .04 .43 ± .05 .40 ± .00 .41 ± .02 1.0 ± .00 .41 ± .05 .58 ± .05

FB-GermanBERT dev .21 ± .01 5.92 ± .11 .50 ± .00 .17 ± .00 .25 ± .00 .63 ± .04 .50 ± .00 .54 ± .02 1.0 ± .00 .33 ± .00 .50 ± .00 .67 ± .00 .67 ± .00 .67 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 1.0 ± .00 .33 ± .00 .50 ± .00 1.0 ± .00 .29 ± .00 .44 ± .00 .50 ± .00 .25 ± .00 .33 ± .00

FB-GermanBERT test .14 ± .00 5.10 ± .21 .81 ± .07 .57 ± .00 .67 ± .02 .24 ± .03 .56 ± .08 .34 ± .04 .44 ± .08 .42 ± .12 .43 ± .10 .64 ± .10 .21 ± .04 .32 ± .06 .00 ± .00 .00 ± .00 .00 ± .00 .59 ± .07 .39 ± .08 .46 ± .06 .70 ± .07 .87 ± .09 .77 ± .03 .91 ± .07 .69 ± .07 .78 ± .03

FT-GermanBERT dev .13 ±.01 5.64 ±.14 1.0 ±.00 .22 ±.08 .36 ±.10 .71 ±.06 .42 ±.12 .52 ±.11 .67 ±.47 .22 ±.16 .33 ±.24 .83 ±.24 .55 ±.16 .67 ±.19 .00 ±.00 .00 ±.00 .00 ±.00 .89 ±.16 .56 ±.16 .66 ±.12 1.0 ±.00 .52 ±.07 .68 ±.06 .78 ±.02 .46 ±.06 .58 ±.05

FT-GermanBERT test .12 ±.00 5.12 ±.07 .92 ±.01 .81 ±.07 .86 ±.04 .33 ±.09 .44 ±.16 .37 ±.11 .83 ±.24 .42 ±.12 .52 ±.11 .66 ±.00 .36 ±.15 .45 ±.13 .00 ±.00 .00 ±.00 .00 ±.00 .55 ±.42 .17 ±.14 .24 ±.18 .57 ±.00 .80 ±.00 .67 ±.00 .93 ±.06 .56 ±.14 .70 ±.09

DASent (SetFit) dev .13 ± .01 4.45 ± .10 .72 ± .21 .33 ± .00 .45 ± .04 .74 ± .02 .71 ± .06 .72 ± .04 .56 ± .08 .67 ± .00 .60 ± .04 .35 ± .07 .67 ± .00 .45 ± .06 .00 ± .00 .00 ± .00 .00 ± .00 .60 ± .00 1.0 ± .00 .75 ± .00 .91 ± .06 .95 ± .07 .93 ± .06 .64 ± .05 .71 ± .06 .67 ± .00

DASent (SetFit) test .14 ± .003 4.22 ± .11 .84 ± .03 .86 ± .00 .85 ± .01 .21 ± .01 .67 ± .00 .32 ± .01 .62 ± .03 .67 ± .12 .63 ± .04 .76 ± .01 .58 ± .04 .65 ± .03 .00 ± .00 .00 ± .00 .00 ± .00 .55 ± .03 .67 ± .00 .60 ± .02 .44 ± .03 .93 ± .09 .59 ± .04 .78 ± .03 .67 ± .05 .72 ± .04

Cross-Debate Split

DB-Expert LIBYA .19 ± .00 8.00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00

DB-Expert SYRIA-B .16 ± .00 8.00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00

DB-PMI LIBYA .19 ± .00 7.65 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .50 ± .00 .20 ± .00 .29 ± .00 .00 ± .00 .00 ± .00 .00 ± .00

DB-PMI SYRIA-B .19 ± .00 6.81 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .33 ± .00 .50 ± .00 .40 ± .00 .67 ± .00 .40 ± .00 .50 ± .00 .40 ± .00 .18 ± .00 .25 ± .00

FB-TFIDF LIBYA .23 ± .01 7.30 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .39 ± .08 .25 ± .00 .30 ± .02 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .14 ± .00 .33 ± .00 .20 ± .00

FB-TFIDF SYRIA-B .15 ± .00 6.32 ± .20 .00 ± .00 .00 ± .00 .00 ± .00 .75 ± .00 .50 ± .00 .60 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .47 ± .05 .50 ± .00 .48 ± .03 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 1.0 ± .00 .20 ± .00 .33 ± .00 .39 ± .09 .30 ± .11 .34 ± .10

FB-GermanBERT LIBYA .21 ± .01 5.98 ± .37 .44 ± .08 .25 ± .00 .32 ± .02 .00 ± .00 .00 ± .00 .00 ± .00 1.0 ± .00 .25 ± .00 .40 ± .00 .39 ± .28 .25 ± .20 .30 ± .23 .00 ± .00 .00 ± .00 .00 ± .00 .25 ± .00 1.0 ± .00 .40 ± .00 .69 ± .04 .23 ± .05 .35 ± .06 .20 ± .00 .33 ± .00 .25 ± .00

FB-GermanBERT SYRIA-B .17 ± .01 5.59 ± .44 .44 ± .08 1.0 ± .00 .61 ± .08 .35 ± .05 .50 ± .00 .41 ± .04 .00 ± .00 .00 ± .00 .00 ± .00 .33 ± .00 .25 ± .00 .29 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 1.0 ± .00 .83 ± .24 .89 ± .16 .67 ± .00 .40 ± .00 .50 ± .00 .44 ± .03 .45 ± .07 .45 ± .05

FT-GermanBERT LIBYA .16 ±.02 6.62 ±.27 .44 ±.31 .33 ±.24 .38 ±.27 .10 ±.11 .11 ±.16 .10 ±.13 .00 ±.00 .00 ±.00 .00 ±.00 .44 ±.42 .17 ±.12 .23 ±.17 .00 ±.00 .00 ±.00 .00 ±.00 .00 ±.00 .00 ±.00 .00 ±.00 .72 ±.04 .27 ±.05 .39 ±.06 1.0 ±.00 .67 ±.00 .80 ±.00

FT-GermanBERT SYRIA-B .12 ±.01 5.94 ±.33 .61 ±.28 1.0 ±.00 .72 ±.21 .76 ±.17 .61 ±.08 .67 ±.10 .00 ±.00 .00 ±.00 .00 ±.00 .67 ±.47 .17 ±.12 .27 ±.19 .00 ±.00 .00 ±.00 .00 ±.00 .00 ±.00 .00 ±.00 .00 ±.00 1.0 ±.00 .40 ±.00 .57 ±.00 .52 ±.08 .45 ±.07 .48 ±.06

DASent (SetFit) LIBYA .14 ± .01 4.12 ± .13 .78 ± .16 .75 ± .00 .76 ± .08 .30 ± .02 .67 ± .00 .41 ± .02 1.0 ± .00 .33 ± .12 .49 ± .13 .36 ± .02 .67 ± .12 .47 ± .05 .00 ± .00 .00 ± .00 .00 ± .00 .67 ± .24 1.0 ± .00 .78 ± .16 .93 ± .05 .87 ± .05 .90 ± .04 .48 ± .03 1.0 ± .00 .64 ± .03

DASent (SetFit) SYRIA-B .16 ± .01 3.99 ± .11 .22 ± .02 1.0 ± .00 .36 ± .03 .53 ± .02 1.0 ± .00 .69 ± .02 .00 ± .00 .00 ± .00 .00 ± .00 .33 ± .00 .50 ± .00 .40 ± .00 .00 ± .00 .00 ± .00 .00 ± .00 .83 ± .24 .50 ± .00 .61 ± .08 1.0 ± .00 .60 ± .00 .75 ± .00 .51 ± .03 .88 ± .04 .64 ± .04

Table 6: Performance comparison of our applied models for legal element classification on German parliamentary
debates using our two different dataset splits: Stratified Random Split and Cross-Debate Split (Hamming Loss,
Coverage Error, Precision, Recall, F1-Macro and ± std).

Staatsvolk führt, es entwurzelt, in die Wälder treibt
und ermorden läßt, in seine Schranken zu ver-
weisen, um eine humanitäre Katastrophe noch
größeren Ausmaßes zu verhindern.".

(EN, id 138) There can be no doubt, that it was
due to put checks on the most evil despot in Europe
who wages war against his own people, displaces
them, and drives them into the woods in order to
avoid a humanitarian catastrophe of even larger
extent.

(DE, id 173) "Nennen Sie mir einen weltweit,
der sich mehr darum bemüht, dass dieser politische
Prozess zustande kommt"

(EN, id 173) Show me one person in the world,
who is more concerned that this political process
will take place.

(DE, id 72) "Wenn wir diese schrecklichen
Szenen als Fernsehzuschauer in Westeuropa ein-
fach konsumieren würden, ohne zu handeln, dann
würden wir letztlich mit einer rostigen Rasierklinge
unser Gesicht zerschneiden und unser eigenes
Gesicht entstellen.”

(EN, id 72) If we were to simply consume
these horrible scenes on the TV screen in Western
Europe without acting it would equal to cutting
our own face with a rusty razor and disfiguring
our own face.

(DE, id 114) “Wir können nicht tatenlos zusehen,
wenn sich regionale Faustrechte entwickeln und
Menschenrechte in Regionen so verletzt werden,
daß es zu humanitären Katastrophen kommen kann,
weil das Gewaltmonopol der Vereinten Nationen

nicht ausgeübt werden kann.“
(EN, id 114) We cannot stand-by idly when re-

gionally the law is taken into their own hands and
in certain regions human rights are violated that
much that a humanitarian catastrophe takes place
because the monopoly of violence of the United
Nations cannot be enforced.

F Contributions

This collaborative project combines expertise from
the fields of political science, law, and natural lan-
guage processing. The first author produced the
underlying taxonomy and theoretical foundation of
the project, as well as facilitating the annotation of
legal elements in political debates (Section 3). A
key part of the project was a collaboration between
the authors (Sections 1-2 and 6-9). Furthermore,
the coding was done by the first author (Section 4).
The second author prepared the dataset for anno-
tation and led the annotation process (Section 4).
In addition, the second author designed and imple-
mented various natural language processing tools
to automatically predict legal elements in political
debates (Section 5). In the subsequent phase, the
first author did an error analysis of the predictions
generated by the model (Section 5). The remaining
aspects of the project were performed in collabora-
tion with each other.


