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Abstract

This paper introduces a novel modification of
the transformer architecture, tailored for the
data-efficient pretraining of language models.
This aspect is evaluated by participating in the
BabyLM challenge, where our solution won
both the STRICT and STRICT-SMALL tracks.
Our approach allows each transformer layer to
select which outputs of previous layers to pro-
cess. The empirical results verify the potential
of this simple modification and show that not
all layers are equally as important.

1 Introduction

Modern language models (LLMs), with their deep
architectures and large parameter counts, have dis-
played outstanding performance on a wide range
of tasks. Their ability to understand, generate, and
manipulate human language has been groundbreak-
ing (Devlin et al., 2019; Raffel et al., 2020; Brown
et al., 2020). However, this success largely relies
on vast amounts of unsupervised data that these
models need for pretraining, requiring extensive
computational power and time. While this is fea-
sible for high-resource languages like English, it
becomes a bottleneck for languages with limited
data resources (Joshi et al., 2020). Moreover, the
environmental and economic costs of such massive
training regimens are growing concerns (Strubell
et al., 2019; Thompson et al., 2020).

The BabyLM challenge tries to address these
concerns by providing a shared experimental
ground for efficient language modelling (Warstadt
et al., 2023). All models submitted to this shared
task have to be trained on a restricted text corpus
of 10M and 100M words — in the STRICT-SMALL
and STRICT tracks, respectively. The challenge
pushes the boundaries of what is possible with data-
efficient language model pretraining.

In response to this challenge, we present a novel
modification to the well-established transformer

STRICT-SMALL track (10M words)

Model BLiMP GLUE MSGS Average
ELC-BERT (ours) 75.8 73.7 29.4 65.9
MLSM 72.4 70.6 17.2 60.8
Contextualizer 74.3 69.6 12.7 60.5
Baby Llama 69.8 67.6 24.7 60.1
Too Much Information 75.7 70.9 3.9 59.9
STRICT track (100M words)

Model BLiMP GLUE MSGS Average
ELC-BERT (ours) 82.8 78.3 47.2 74.3
Contextualizer 79.0 72.9 58.0 73.0
BootBERT 82.2 78.5 27.7 70.2
MSLM 76.2 73.5 21.4 64.4
Bad babies 77.0 67.2 23.4 63.4

Table 1: The DynaBench scores of the BabyLM chal-
lenge (Warstadt et al., 2023), the table shows the top 5
submissions in the STRICT-SMALL and STRICT tracks.
Higher scores are better, the best results in each evalua-
tion suite are boldfaced.

architecture (Vaswani et al., 2017). Instead of tradi-
tional residual connections, our model allows each
layer to selectively process outputs from the pre-
ceding layers. This flexibility leads to intriguing
findings: not every layer is of equal significance to
the following layers. Thus, we call it the ‘Every
Layer Counts’ BERT (ELC-BERT).

The BabyLM challenge provided us with a ro-
bust benchmark to evaluate the efficacy of ELC-
BERT. Our approach emerged as the winning sub-
mission in both the STRICT and STRICT-SMALL
tracks (Table 1), which highlights the potential of
layer weighting for future low-resource language
modelling.

Transparent and open-source language mod-
elling is necessary for safe future development of
this field. We release the full source code, together
with the pre-trained ELC-BERT models, online.'

1https: //github.com/1ltgoslo/elc-bert
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Figure 1: Every layer can select which outputs from previous layers it wants as its input, these heatmaps show
the weights given to each previous layer output. The unit weights of the BERT model (and of any standard
transformer-based model) are inferred from Equation (4). The right heatmap shows the o weights of the normalized
ELC-BERT variant; for clear visual comparison between two the models, we rescale the o weights so that the kth
row sums to k. Note that the layer O is the embedding layer, as in Equation (1).

2 Related work

Residual and highway networks. While the pre-
decessor of residual models, highway networks,
used a conditional gating mechanism to weigh
layers (Srivastava et al., 2015), modern residual
networks (including transformers) simply weigh
all layers equally (He et al., 2016; Vaswani et al.,
2017). Our work reintroduces layer weights into
residual models — but without the computational
cost of a gating mechanism.

Layer importance. The difference between vari-
ous layers inside pre-trained language models has
been extensively studied (Jawahar et al., 2019; Ten-
ney et al., 2019; Niu et al., 2022). Different lay-
ers process different linguistic phenomena, thus
their importance for downstream tasks varies — this
has been successfully utilized by learning layer
weights during finetuning, for example in ULMFiT
(Howard and Ruder, 2018) or UDify (Kondratyuk
and Straka, 2019). Following this direction, our
system uses layer weights in the finetuning as well
as in the pretraining phase.

ReZero transformer. A related approach to ours
was proposed by Bachlechner et al. (2021). In that
paper, the authors experimented with scaling the
output of each layer. They showed that by initial-
izing the scaling parameter to zero, their ‘ReZero
transformer’ model tends towards setting the scale
to /N (where N is the number of layers). Our

approach can be considered as a generalization of
this method — in ELC-BERT, every layer weights
the outputs of previous layers individually.

3 ELC-BERT layer weighting

We modify the residual connections inside the trans-
former architecture, so that every layer can select
which outputs from previous layers it wants to pro-
cess — instead of always taking a simple sum of
all preceding layers, as done in the Transformer
(Vaswani et al., 2017) and in most works that use
a variant of this architecture. This modification
allows the model to form a complex inter-layer
structure, as visible from Figure 1.

Transformer definition. To be more specific, we
first formally define a transformer encoder as a
function that maps subword indices & onto sub-
word probabilities y. First,  is embedded into
a vector representation h{,, which is then pro-
cessed by N layers consisting of attention and
multi-layer-perceptron (MLP) modules. Finally, y
is produced by processing the final hidden represen-
tation with a language-modelling head. Formally

forne {1,...N}:

hl,, + embedding(zx), (1)
h", « att(h?) + mlp(h? + att(hD)), (2)
y + LM_head(hl))). 3)

239



The original residual connection. The original
transformer definition by Vaswani et al. (2017) can
be recovered by simply assigning

hit < hiy' + A )
This recurrent assignment can also be rewritten as
h < S ki, which highlights the implicit
assumption of residual models that the output from
every previous layer is equally important.

Layer weighting. In our formulation, we make
two changes to the original definition: (i) the resid-
ual connections in all MLP modules are removed,
(ii) the input to every layer is a convex combination
of outputs from previous layers. Specifically, we
replace Equation (2) and Equation (4) by:

hou < att(hiy) + mip(att(hi)),  (5)

n—1
h’ﬁ <~ Z ai,nhci)uta (6)
=0

where 2?2—01 «;n = 1. This constraint is satisfied
by a softmax transformation of the raw learnable
layer weights &, , € R™ into o 5. G p, 1S initial-
ized as a zero vector except for the value of &;,—1 5,
set to one, in order to bias the weight towards the
input from the previous layer.

4 Training

LTG-BERT backbone. We base our models
around LTG-BERT (Samuel et al., 2023). This
model has been specifically optimized for pretrain-
ing on small text corpora, similar to the one pro-
vided by BabyLM. We adopt all of their architec-
tural modifications, their language modelling objec-
tive as well as all other pretraining settings. We also
use the raw LTG-BERT (without our layer weight-
ing) as a strong baseline in the following evaluation.
Details on the pretraining hyperparameters can be
found in Table 4.

BabyLLM pretraining corpus. We pretrain all
language models on a corpus from the BabyLM
challenge (Warstadt et al., 2023). The goal of this
challenge is to shed more light on data-efficient
language modelling and on the question of human
language acquisition. Thus, the organizers have
constructed a small-scale text corpus of the same
type and quantity that children learn from.
Specifically, the shared task consists of three
tracks: STRICT, STRICT-SMALL and LOOSE. We

STRICT-SMALL track (10M words)

Model BLiMP Supp. MSGS GLUE
OPT25m 62.6 547 -0.64%01 gg3+33
RoBERTape 69.5 475 -0.67F0-1 722%l9
T5pase 58.8 439 -0.68*01 g4.7%L3
LTG-BERTman — —  -0.43F04 74 5%L5
ELC-BERTgman 80.5 679 -045%02 753+21
STRICT track (100M words)

Model BLiMP  Supp. MSGS GLUE
OPTi25m 753  67.8 -0.44F01 730E39
RoBERTape 75.1 424 -0.66¥03 743%+06
TSbase 56.0 480 -0.57t01 753+L1
LTG-BERThase 858 76.8 -0.42%02 779+*Ll1
ELC-BERT}ycc 853  76.6 -0.26=0° 78.3+32

Table 2: Results for the BabyLM challenge suite of
evaluation datasets — BLiMP, supplemental dataset to
BLiMP, MSGS and (Super)GLUE. We compare the
results of our submitted model (ELC-BERT}js50q4) to
the backbone model (LTG-BERT},. ) and the baselines
given by the organizers of the challenge on the STRICT
dataset. On the STRICT-SMALL dataset, we compare a
variation (ELC-BERT,,,) of small size to the backbone
model and baselines.

participate in the first two tracks, where the submis-
sions have to be pre-trained only on the BabyLM
corpus, which corpus contains about 100M words
in the STRICT track and about 10M words in the
STRICT-SMALL track. We adopt the preprocess-
ing pipeline from Samuel (2023) for unifying the
format of texts from this corpus.

5 Results

This section provides the results of the empirical
evaluation of ELC-BERT. First, we compare our
method to baselines, then we perform an ablation
study of different ELC-BERT variations, and fi-
nally, we take a deeper look into the learnt layer
weights.

5.1 BabyLM challenge evaluation

We adopt the BabyLLM evaluation pipeline for all
comparisons.” The pipeline itself is an adaptation
of Gao et al. (2021) and it aims to provide a ro-
bust evaluation of syntactic and general language
understanding.

2https://github.com/babylm/
evaluation-pipeline
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Figure 2: Violin plots of each model’s Linguistic Bias
Scores (LBS) and the base model. The white dot shows
the median LBS and the edge of the boxes are the 1
and 3" quartiles. The width of the violins shows the
density of results at that score.

The syntactic understanding is measured by the
Benchmark of Linguistic Minimal Pairs (BLiMP
& BLiMP supplemental; Warstadt et al., 2020a)
and the Mixed Signals Generalization Set (MSGS;
Warstadt et al., 2020b). The general natural lan-
guage understanding is measured by GLUE and
SuperGLUE (Wang et al., 2018, 2019). All of
these benchmarks use filtered subsets of the orig-
inal datasets (provided by the organizers), which
means that they are not directly comparable to pre-
vious literature. If applicable, we divide the train-
ing set into a train-development split and report the
mean/std statistics over multiple runs on the former
validation split.

BLiMP. This benchmark tests zero-shot prefer-
ence of grammatical sentences. From the STRICT
results in Table 2, we see that ELC-BERT outper-
forms the baseline models by a fair margin on this
task. However, if we look at the LTG-BERT base-
line, we see that our model slightly underperforms
it (by 0.5 percentage points). Table 7 provides a
more in-depth comparison of the models.

If we now look at the supplemental scores in, we
see a very similar trend to the BLiMP results: our
model outperforms the baseline ROBERTa model
by 24.4 p.p. while slightly underperforming against
the LTG-BERT model by 0.2 p.p. Table 8 shows a
breakdown of the aggregated scores.

GLUE. A standard LM benchmark that tests the
ability to be finetuned for general language un-
derstanding tasks. Focusing on the results in Ta-
ble 2, we see that our model outperforms both
the encoder baseline and the LTG-BERT model

in the STRICT and STRIC-SMALL tracks. The im-
provement against LTG-BERT is rather modest and
could be caused by random variation. If we look
at Table 9 we see that the variation is greatly af-
fected by the WSC task — ignoring it, we get a
score of 80.497 144 for our model and 79.52+1:13
for LTG-BERT.

MSGS. Finally, this benchmark evaluates the
preference towards linguistic explanations over spu-
rious surface explanations. For the aggregated
STRICT MSGS results of Table 2, the compari-
son appears unclear due to the large standard de-
viation. However, a closer inspection reveals that
ELC-BERT significantly outperforms LTG-BERT
by 0.16 LBS points.? Figure 2 and Table 10 shows
a detailed view on the score distribution.

Shared task results. The official Dynabench re-
sults for the top-5 models for the STRICT and
STRICT-SMALL track can be found in Table 1.
Looking first at the STRICT track results, we see
that our model achieves the highest total score and
BLiMP score, while we are second for GLUE and
MSGS. On the STRICT-SMALL track our model per-
forms best on all benchmarks and by a substantial
margin for all benchmarks.

5.2 Model variations

We compare the following modifications of the
ELC-BERT architecture from Section 3:

1. Zero initialization: The layer weights are all
initialized as zeros, without any bias towards
the previous layer. This model also uses the
residual MLP input from Equation (2). This
variation is used in the STRICT-SMALL track.

2. Strict normalization: This follows the pre-
vious variant with every k!, normalized to a
unit vector.

3. Weighted output: Follows the first vari-
ant and the input to the LM head is a
weighted sum of all layers. To be more
concrete, we replace Equation (3) by y

LM_head (Zfio ai,N+1héut) .

3Using the Almost Stochastic Order (ASO) significance
test from Dror et al. (2019) and Del Barrio et al. (2018) (cal-
culated using Ulmer et al. (2022)), we get a emin of 0.2 at
a confidence level of 0.95 which implies that there is a high
likelihood that ELC-BERT is better than LTG-BERT.
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Model BLiMP Supp. MSGS GLUE
ELC-BERT 853  76.6 -026%05 783+32
+ zero initialization 849 785 -0.38*03 794+1.0
+ normalization 85.1 760 -0.13*0-4 782+33
+ weighted output 86.1 760 -0.28%02 782+06

Table 3: Results for the BabyLM challenge suite of
evaluation datasets. We compare the performance of
different variants of our model to the one submitted to
the BabyLM challenge as well as the backbone model
LTG-BERT on the STRICT dataset.

Evaluation. Based on Table 3, we see that differ-
ent variations have varying effects on the evaluation
scores.

When changing the & initialization to zero, we
see a significant increase in performance on both
the BLiMP Supplemental and the GLUE bench-
marks.* However, the model suffers in perfor-
mance on both the BLIMP and MSGS.> Overall,
we see that this variation leads to better zero-shot
and fine-tuning results while biasing the model
more towards spurious surface features rather than
linguistic features, as can be seen in Figure 3.

If we then focus on the normalization variation,
we see that it underperforms in all benchmarks but
one, MSGS, where it significantly performs better
by 0.13 LBS points,® as can be seen in more detail
in Figure 3.

Finally, when looking at our weighted output
variation, we see a substantial gain in performance
on the BLiMP benchmark while the results on
MSGS and GLUE are similar, and the results on
Supplemental BLiMP slightly decrease. More de-
tailed results on all these benchmarks can be found
in Appendix D.

5.3 Layer importance

The empirical evaluation suggests that learnable
layer weights are a simple but effective architec-
tural change — but how do these learnt weights look
like? In this section, we investigate the « values of
the normalized ELC-BERT variant.”

*The increase in performance on the GLUE benchmark is
significant when using the ASO significance test both against
the original ELC-BERT and the backbone model LTG-BERT.
Against both models, we get a emin of 0, indicating a very
strong likelihood that the zero variation is better than ELC-
BERT and LTG-BERT on GLUE

>This is a significant decrease with an emin of 0.28 that
ELC-BERT is better.

8Significant with an emin of 0.31.

"The interpretation of o weights in a non-normalized vari-
ant is difficult due to different magnitudes of layer outputs.
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Figure 3: Detailed LBS for each model and each com-
bination of surface and linguistic features. The Y-axis
(Main Verb, Syntactic Category, and Control Raising)
show the linguistic features, while the X-axis (Lexi-
cal Content, Relative Token Position) represent the sur-
face features. Each dot represents a different fine-tuned
model.

Looking at the importance matrix of ELC-BERT
in Figure 1, we posit that the first 5 layers focus on
surface-level information found in the embedding
layer explaining its enhanced importance for the
embedding layer. The next 5 layers (6-10) focus
on more linguistic features by virtually ignoring
the first 4 layers (0-3) and focusing primarily on
the previous three layers as well as layers 4 and
5 to get some transformed information from the
embedding layer. Layer 11 does much the same
but focuses more on Layer 4, potentially trying to
obtain some surface knowledge found in it. Finally,
Layer 12 behaves similarly to Layer 11 but also
puts high importance (3'¢ most) on the embedding
layer. This is most likely to recuperate some sur-
face information lost in previous layers to pass to
the language modelling head.

6 Conclusion

In this paper, we proposed a novel and simple modi-
fication of the transformer architecture for language
modelling. We empirically tested the efficacy of
our approach by participating in the BabyLM chal-
lenge — a shared task for data-efficient language
modelling. Our submission ranked first on both
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tracks that we participated in. A more detailed
evaluation shows that, when compared to a strong
baseline, our approach reliably performs better on
(Super)GLUE tasks. The evaluation on MSGS sug-
gests that our approach is more likely to prefer
linguistic features over spurious surface features,
and the BLiMP benchmarks show comparable per-
formance to the baseline. Finally, our proposed
modification shows that the assumption that all lay-
ers are equally important is incorrect, and a more
complex layer structure helps the model.
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A Pre-training details

Hyperparameter Base Small Small (Submitted Model)
Number of parameters 98M 24M 24M
Number of layers 12 12 12
Hidden size 768 384 384
FF intermediate size 2048 1024 1024
Vocabulary size 16384 6144 6144
Attention heads 12 6 6
Hidden dropout 0.1 0.1 0.1
Attention dropout 0.1 0.1 0.1
Training steps 15625 15625 31250
Batch size 32768 32768 8096
Initial Sequence length 128 128 128
Initial Sequence length 512 512 512
Warmup ratio 1.6% 1.6% 1.6%
Initial learning rate 0.01 0.0141 0.005
Final learning rate 0.001  0.00141 0.005
Learning rate scheduler  cosine cosine cosine
Weight decay 0.1 0.4 0.4
Layer norm € le-7 le-7 le-7
Optimizer LAMB LAMB LAMB
LAMB ¢ le-6 le-6 le-6
LAMB 3, 0.9 0.9 0.9
LAMB f, 0.98 0.98 0.98
Gradient clipping 2.0 2.0 2.0

Table 4: Pre-training hyperparameters for the small-sized models (trained on STRICT-SMALL) and for the base-sized
models (trained on the STRICT track).
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B Fine-tuning details

For the fine-tuning experiments, we will run multiple seeds and (for MSGS) multiple learning rates, to be
able to get a more robust comparison of model performance. The detailed hyperparameters for fine-tuning
can be found in Table 5.

B.0.1 GLUE

To finetune, we will use 5 different seeds: 12, 642, 369, 1267, and 2395. We will use a validation set to
find our best model with early-stopping, and then test our model on a test set (here the validation set is
10% of the training sets from https://github.com/babylm/evaluation-pipeline and the test set is
their validation set).

B.0.2 MSGS

To finetune, we use three different random seeds: 12, 369, and 2395, as well as three different learning
rates: le-5, 2e-5, and 3e-5. In addition, we train for 5 epochs, with a batch size of 16 with no early

stopping.

QQP,MNLI  CoLA, RTE, WSC

Hyperparameter (11, SST.2  MRPC, MultiRC MSGS
Batch size 32 16 16
Number of epochs 10 10 5
Dropout 0.1 0.1 0.1
Warmup steps 10% 1% 6%
Peak learning rate S5e-5 Te-5 {1e-5, 2e-5, 3e-5}
Learning rate decay cosine cosine linear
Weight decay 0.1 0.1 0.1
Optimizer AdamW AdamW AdamW
Adam € le-8 le-8 le-8
Adam f; 0.9 0.9 0.9
Adam [ 0.999 0.999 0.999

Table 5: Hyperparameters for fine-tuning the GLUE, SuperGLUE task and MSGS tasks. We use the same
hyperparameters for all ELC-BERT models, not performing any per-model hyperparameter search. The values for
MSGS are adopted from (Warstadt et al., 2020b). For all models, we measure the statistics over 5 random seeds for
GLUE tasks: 12, 642, 369, 1267, and 2395; and 3 seeds for MSGS tasks: 12, 369, and 2395
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C BabyLM dataset

Table 6 is a detailed overview of the BabyLLM dataset:

# Words
Dataset Domain STRICT-SMALL  STRICT Proportion
CHILDES (MacWhinney, 2000) Child-directed speech 0.44M  421M 5%
British National Corpus (BNC),! dialogue portion Dialogue 0.86M  8.16M 8%
Children’s Book Test (Hill et al., 2016) Children’s books 0.57M  5.55M 6%
Children’s Stories Text Corpus? Children’s books 0.34M  3.22M 3%
Standardized Project Gutenberg Corpus (Gerlach and Font-Clos, 2018)  Written English 099M  9.46M 10%
OpenSubtitles (Lison and Tiedemann, 2016) Movie subtitles 3.09M 31.28M 31%
QCRI Educational Domain Corpus (QED; Abdelali et al., 2014) Educational video subtitles 1.04M 10.24M 11%
Wikipedia? Wikipedia (English) 0.99M 10.08M 10%
Simple Wikipedia* Wikipedia (Simple English) 1.52M  14.66M 15%
Switchboard Dialog Act Corpus (Stolcke et al., 2000) Dialogue 0.12M  1.18M 1%
Total - 9.96M 98.04M 100%

Table 6: The contents of datasets for the the STRICT and STRICT-SMALL tracks; the table is taken
from Warstadt et al. (2023). 'http://www.natcorp.ox.ac.uk  2https://www.kaggle.com/datasets/edenbd/
children-stories-text-corpus >https://dumps.wikimedia.org/enwiki/20221220/ “*https://dumps.wikimedia.
org/simplewiki/20221201/

D Detailed Results

This section breaks down the aggregate scores of the benchmarks into their composing tasks. It also
describes or name each task
D.1 BLiMP

The BabyLM challenge uses the BLiMP benchmark (Warstadt et al., 2020a) to evaluate the syntactic
understanding of the models. Our detailed results can be found in Table 7. Its composing tasks are as
follows (with descriptions taken from Warstadt et al. (2020a)):

* ANAPHOR AGREEMENT (AA): the requirement that reflexive pronouns like herself (also known as
anaphora) agree with their antecedents in person, number, gender, and animacy.

* ARGUMENT STRUCTURE (AS): the ability of different verbs to appear with different types of
arguments. For instance, different verbs can appear with a direct object, participate in the causative
alternation, or take an inanimate argument.

* BINDING (B): the structural relationship between a pronoun and its antecedent.

* CONTROL/RAISING (CR): syntactic and semantic differences between various types of predicates
that embed an infinitival VP. This includes control, raising, and fough-movement predicates.

* DETERMINER-NOUN AGREEMENT (DNA): number agreement between demonstrative determiners
(e.g., this/these) and the associated noun.

» ELLIPSIS (E): the possibility of omitting expressions from a sentence. Because this is difficult to
illustrate with sentences of equal length, our paradigms cover only special cases of noun phrase
ellipsis that meet this constraint.

* FILLER-GAP (FG): dependencies arising from phrasal movement in, for example, wh-questions.
* IRREGULAR FORMS (IF): irregular morphology on English past participles (e.g., awoken).

* ISLAND EFFECTS (IE): restrictions on syntactic environments where the gap in a filler-gap depen-
dency may occur.
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e NPI LICENSING (NL): restrictions on the distribution of negative polarity items like any and ever
limited to, for example, the scope of negation and only.

* QUANTIFIERS (Q): restrictions on the distribution of quantifiers. Two such restrictions are covered:
superlative quantifiers (e.g., at least) cannot be embedded under negation, and definite quantifiers
and determiners cannot be subjects in existential-there constructions.

* SUBJECT-VERB AGREEMENT (SVA): subjects and present tense verbs must agree in number.

Model AA AS B CR DNA E FG IF 1IE NL Q SVA Average
STRICT (100M words)
OPT25m 94.9 73.8 73.8 72.2 93.1 80.5 73.6 80.8 57.8 51.6 74.5 713 75.3
RoBERTay,e 89.5 71.3 71.0 67.1 93.1 83.8 68.0 89.6 54.5 66.3 70.3 76.2 75.1
TSpase 66.7 61.2 59.4 59.8 53.8 49.1 70.0 75.5 43.6 45.6 342 532 56.0
LTG-BERTpase 96.1 79.5 771 80.3 954 91.7 87.8 94.5 79.8 84.4 72.2 91.2 85.8
ELC-BERThyse 92.8 81.2 74.0 79.2 96.0 91.7 87.1 93.6 83.9 83.5 70.2 90.8 85.3
+ zero initialization 93.8 79.1 73.6 79.8 95.5 91.0 87.1 93.3 78.8 84.8 73.5 88.7 84.9
+ normalization 93.0 79.1 74.6 79.8 95.6 91.7 87.4 93.9 82.0 83.7 71.3 89.1 85.1
+ weighted output 94.7 80.7 75.7 81.3 95.7 91.6 88.9 95.9 83.2 85.7 69.2 91.1 86.1
STRICT-SMALL (10M words)
OPT25m 63.8 70.6 67.1 66.5 78.5 62.0 63.8 67.5 48.6 46.7 59.6 56.9 62.6
ROBERTapse 81.5 67.1 67.3 67.9 90.8 76.4 63.5 87.4 39.9 559 70.5 65.4 69.5
TSpase 68.9 63.8 60.4 60.9 722 344 48.2 717.6 45.6 47.8 61.2 65.0 58.8
ELC-BERTpan 89.5 72.5 68.1 72.6 934 87.4 80.6 91.0 67.9 79.4 75.2 88.7 80.5

Table 7: BLiMP results for models trained both on the 100M (above the mid-horizontal line) and the 10M (below
the mid-horizontal line) Baby LM dataset. The bold results represent the best model for the task. The metric used to
measure is accuracy. The results are in percentage.

D.2 BLiMP Supplemental

Model Hypernym QA Congruence Easy = QA Congruence Tricky = Subject Aux Inversion  Turn Talking  Average
STRICT (100M words)
OPT25m 46.3 76.5 47.9 85.3 82.9 67.8
ROBERTapse 50.8 34.4 34.5 45.6 46.8 424
T5pase 51.1 453 255 69.2 48.9 48.0
LTG-BERThse 47.0 90.6 60.6 90.7 92.1 76.8
ELC-BERT}ase 473 85.9 63.0 94.5 92.1 76.6
+ zero initialization 47.1 92.2 64.2 95.9 93.2 78.5
+ normalization 46.1 85.9 59.4 96.5 92.1 76.0
+ weighted output 48.6 87.5 57.6 96.2 90.4 76.0
STRICT-SMALL (10M words)
OPTi25m 50.0 54.7 31.5 80.3 57.1 54.7
ROBERTapge 49.4 31.3 32.1 71.7 53.2 475
T5pase 48.0 40.6 21.2 64.9 45.0 439
ELC-BERT i1 48.0 734 43.6 90.0 84.3 67.9

Table 8: BLiMP supplemental results for models trained both on the 100M (above the mid-horizontal line) and the
10M (below the mid-horizontal line) Baby LM dataset. The bold results represent the best model for the task. The
metric used to measure is accuracy. The results are in percentage.

D.3 GLUE

The BabyLLM challenge involves slightly modified GLUE and SuperGLUE benchmarks. It uses only a
subset of the subtasks, the datasets are filtered so that they do not contain out-of-vocabulary words, and it
sometimes uses non-standard metrics. Our detailed results can be found in Table 9. We list all subtasks
and their metrics below:
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* Boolean Questions (BoolQ; Clark et al., 2019), a yes/no Q/A dataset evaluated with accuracy.

¢ Corpus of Linguistic Acceptability (CoLLA; Warstadt et al., 2019) evaluated with accuracy (origi-
nally evaluated with the Matthews correlation coefficient (MCC; Matthews, 1975)).

* The Multi-Genre Natural Language Inference Corpus (MNLI; Williams et al., 2018). Its devel-
opment set consists of two parts: matched, sampled from the same data source as the training set,
and mismatched, which is sampled from a different domain. Both parts are evaluated with accuracy.

* The Microsoft Research Paraphrase Corpus (MRPC; Dolan and Brockett, 2005), evaluated with
both Fi-score (originally also evaluated with accuracy).

¢ Multi-Sentence Reading Comprehension (MultiRC; Khashabi et al., 2018), a multiple choice
question answering dataset, evaluated with accuracy (originally evaluated with the exact match
accuracy (EM) and Fj-score (over all answer options)).

* Question-answering Natural Language Inference (QNLI) constructed from the Stanford Question
Answering Dataset (SQuAD; Rajpurkar et al., 2016), evaluated with accuracy.

* The Quora Question Pairs (QQP),® evaluated with F;-score (originally evaluated with accuracy).
* The Stanford Sentiment Treebank (SST-2; Socher et al., 2013), evaluated with accuracy.
* The Recognizing Textual Entailment datasets (RTE; Dagan et al., 2006; Bar-Haim et al., 20006;

Giampiccolo et al., 2007; Bentivogli et al., 2009), evaluated with accuracy.

* Winograd Schema Challenge (WSC; Levesque et al., 2012) evaluated with accuracy.

Model CoLA SST-2 MRPC QQP MNLI,, MNLIL,, OQNLI RTE BoolQ MultiRC WSC Average
STRICT (100M words)

OPT 125, 74,9106 77407 g1 9F0T g4 301 757403 77003 gy gH08 58629 6 4H07 6] 5E08  5p 3125 73 (39
RoBERTapg 75.650-3  88.3+06 840*05 g55%02 774404 78303 g36t02 507EL5 677807 643405 61400 743406
stnse 76_7111.9 89.0i0'8 85.2i1'1 86_2ill.l 77'9i0.3 78_7111.3 84.7i0'9 55_412.2 67.7i1'5 65.7i0‘8 Gl.Oil'l 75'3il.1
LTG-BERT}ye 82,7408 92004 87407 g7 9%01 g3 (R0 g3 4+05 g9 |05 54724 68405 g6 0FLA 614700 77 9%LL
ELC-BERTbase 82.6i0'5 91'9i1.1 89.3i0'6 SS.OiO'l 83.6i0'1 83.3i0'2 89.4i0'4 60'0i2.8 70'5i1.5 66.2i2'2 56.4i9'4 78.3i3'2
+ zero initialization ~ 82.0%07  92,4+04 g8 gEL5 g8 2+01  §44+03  g4.5E03 90505 30%15 72,6510  658EL1 614400 79.4+10
+ normalization 83.1%04  919¥04 ggtl3 g8 r0l 84 1%02 84302 90.5t04  562%24 72 0%15 649406 569%102 78 2%33
+ weighted output 82,6506 917812 g78*¥12 g7 9+01 g4 F04  g4(F03 89403 552E55 71 0F08 64408 61,7F05 78206
STRICT-SMALL (10M words)

OPT 125, 69.0F05 854109 g0 L8 g 3t03 69 5E02 71005 71 5H0T 513821 662El5 565420 50 8+103 68 3E33
RoBERTabase 70_41[1.4 85_6i0.3 82.2i0'4 83_5iﬂ.2 72_5i0.4 74_41[}.3 80.3i0'7 56.815.5 65_8i2.9 61.2i1'5 61.7i0'5 72_2i1.9
stnse 76.7ill.9 69.4i0‘1 8].4i0'6 76.8i“'3 57'3i0.8 Sg.éil'l 64.3i0'9 52.7i2.4 63.4i1‘6 48.4il‘4 60.0i2‘2 64.7il‘3
LTG-BERT a1 77.6%08 88.8+08 gy 304 g58+0.2 7802 7 gt04 g5 (r02 5374l 648%21 641503 60.5FL0 74,515
ELC-BERTgman 761410 89.3+05  85,0+18  g6,7H03  792+03  79.9+02 g5 804 554426 69 3E20  gpoEl0 5954 75321

Table 9: A subset of GLUE results (defined by the Baby LM challenge) for both the models trained on 100M and
10M words. All the results indicate the model accuracy for the task except for MRPC and QQP where the results
are based on the F1-score of the positive class. To obtain the standard deviation, each model is trained with 5 seeds,
and the average accuracy/F1-score is reported. The results are reported in percentage. The bold result indicates the
best model for each dataset.

D4 MSGS

The BabyLLM challenge uses a reduced set of the MSGS benchmark (Warstadt et al., 2020b) to evaluate
whether the model biases linguistic features or surface features. A score of 1 means only using the
linguistic features, while a score of -1 is surface features only. Table 10 shows the detailed results of
the reduced MSGS benchmark. The first 5 results (MVC to RTPC) are controls, checking whether the

8https ://quoradata.quora.com/First-Quora-Dataset-Release-Question-Pairs
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model can recognize the feature, while the next six evaluate whether the model biases linguistic or surface
features. To evaluate the performance we use the Mathews Correlation Coefficient (MCC), also called
Linguistic Bias Score (LBS) for the last six tasks. The surface features in this dataset are (definitions
taken from Warstadt et al. (2020b)):

e LEXICAL CONTENT (LC): This feature is 1 iff the sentence contains the.

* RELATIVE TOKEN POSITION (RTP): This feature is 1 when the precedes a, and O when a precedes
the.

The linguistic features are (definitions taken from Warstadt et al. (2020b)):
e MAIN VERB (MV): This feature is 1 iff the sentence’s main verb is in the -ing form.
¢ CONTROL/RAISING (CR): This feature has value 1 iff the sentence contains the control construction.

* SYNTACTIC CATEGORY (SC): This feature is 1 iff the sentence contains an adjective.

Model MVC CRC SCC LCC RTPC MVLC MVRTP CRLC CRRTP SCLC SCRTP

STRICT (10M words)

OPTIZiM Looi{),[l() O.SSiO'M 0.36i[]'06 0_14i().[]1 0.83i0'03 _0'551[).12 —O.SSiU'% _0‘02i[].08 _0'73i(],()5 0_11i().13 _0_59i().[]'1
ROBERTay, 1.00£000 755012 (572022 1 0000 () gp£007 _g7E04l 0 goT013 37034 (542013 70027 0 61£0-19
stase Looi{).[}() O.82i0'()5 0.56i[]'05 l‘ooi().[]() 0.90i0'05 _1'0010.()0 _0'95i[].03 _0'13i[1.1[] _0'61iﬂ,()3 0_03i().12 _0_73i().[]4
LTG-BERT e 1.00£000 . 83+0.07 65+0.08 1 ,00E000 (50006 _72+036  (20%015 042010 _0geE008 0 20%018 0 504002
ELC-BERT},“C 1.0010.00 0.8910'10 0.76i0'07 1.0010.00 0'7710.11 _0'0110.88 0_4410.57 _0_6410.29 _0_8110.10 0_0110.15 _0_5710.03
+ zero initialization  0.94%F0-17  0,94+0.02 (52014 1,00F000 (,97+0.03 0 74F049 (0 3+0-2T (544030 g7E006 13005 0 45+0.04
+ normalization 1.00+0-00  ,94+001 () 55009 1 +0.00 ,99+0.01 ) 3+0.71 (65030 (3058 324022 _(27+016 () 48+0.07

+ Weighted output l‘ooi().ll() O.9li0'02 0'4oill.l2 I.OOiO'UO 0‘84i0‘10 _0‘71il].29 0'24i[l.18 _0']4ill.19 _0'43i(l.31 -O.ISiO'w _0'47i().l]2

STRICT-SMALL (100M words)

OPT25m 0.97£0-01 () 58006 (0 76+0.06 () 55+0.12 1 gE0.00 _() 91010 _(ggt0.03 _(35£0.17 _()73+0.05 (051006 () g1+0.08
RoBERTap, 0.97£002 (0 49+0.05 (704012 () g3+0.1l () g£0.08 _()ggEt0.0l _(gqt0.04 30017 _48+0.08 _37£0.20 _(g3+0.10
TSpace 0.2810:04 (95006 () 7p£0.03 1 E0.00 () g7H0.03 | g9E0.00 () g7+0.05 () 39+0.10 g gqt0.07 (701010 g 70=0.05
LTG-BERT 1 1.00£000 0 71£0.02 (9 43+0.14 1 pt000 (75+0.11 0 18+080 .12%021 _qgt0.10 _()58+0.04 _(48+0.10 _(gat0.04
ELC-BERT,a 1L.00=000  79+0.04 () g8H+0.08 () ggE0.04 () 7740.01 () get0.10 () 0t0-24 141021 () §7£0.02 _)0gt0.1T () go+0.16

Table 10: A subset of MSGS results (defined by the Baby LM challenge) for both the models trained on 100M
and 10M words. All the results indicate the model MCC or LBS for the non-control tasks. To obtain the standard
deviation, each model is trained with 3 seeds and 3 learning rates for the STRICT dataset and for ELC-BERT 11, the
other STRICT-SMALL datasets are trained on 5 seeds with 3 learning rates, and the average MCC/LBS is reported.
The results are reported in percentage. The bold result indicates the best model for each dataset.
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E Almost Stochastic Order Significance Tests

In this section, we put all the ASO significance tests between the backbone model LTG-BERT, ELC-BERT,
and all its variations trained on the STRICT dataset for both the MSGS and GLUE benchmarks.

E.1 GLUE - STRICT dataset

Model LTG-BERTy,e ELC-BERTYy, zero initialization normalized weighted output
LTG-BERT} s - 1.00 1.00 1.00 1.00
ELC-BERTpase 0.69 - 1.00 1.00 1.00

+ zero initialization 0.00 0.05 - 0.00 0.00

+ normalization 0.90 1.00 1.00 - 1.00

+ weighted output 0.55 1.00 0.95 1.00 -

Table 11: The 3, from the ASO significance test between each model on the GLUE dataset. Each row compares
whether the model in the row is better than the one in the column. Results in bold indicate that the row model is
significantly better than the one in the column.

E.2 MSGS - STRICT dataset

Model LTG-BERTy,e ELC-BERTy.e zero initialization normalized weighted output
LTG-BERT}ae - 1.00 1.00 1.00 1.00
ELC-BERT}se 0.20 - 0.28 1.00 0.83

+ zero initialization 0.62 1.00 - 1.00 1.00

+ normalization 0.01 0.31 0.02 - 0.15

+ weighted output 0.06 1.00 0.25 1.00 -

Table 12: The e.,;, from the ASO significance test between each model on the MSGS dataset. Each row compares
whether the model in the row is better than the one in the column. Results in bold indicate that the row model is
significantly better than the one in the column.
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