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Abstract

Clinical Natural Language Processing has been
an increasingly popular research area in the
NLP community. With the rise of large lan-
guage models (LLMs) and their impressive
abilities in NLP tasks, it is crucial to pay at-
tention to their clinical applications. Sequence
to sequence generative approaches with LLMs
have been widely used in recent years. To be
a part of the research in clinical NLP with re-
cent advances in the field, we participated in
task A of MEDIQA-Chat at ACL-ClinicaNLP
Workshop 2023. In this paper, we explain our
methods and findings as well as our comments
on our results and limitations.

1 Introduction

With the increase in accumulated digital medical
records in the healthcare field, it is vital to recog-
nize the need of automation in processing medical
documents. The automation of medical document
processing has been enhancing the efficiency of
clinical documentation while enabling healthcare
professionals to increase their quality of service.
The advancements of medical imaging with ma-
chine learning has been integrated into medical
decision making systems for the last decades (Er-
ickson et al., 2017; Wernick et al., 2010; Latif et al.,
2019), whereas NLP techniques have recently been
proven useful for the field (Kreimeyer et al., 2017;
Wu et al., 2020). The interest in clinical NLP ap-
plications has been growing each year. Especially
with the emergence of large language models, there
has been an increasing number of research work in
exploring their potential applications in the clinical
domain.

Use of transformer based large language models
has been proven to give impressive performance
increases on variety of benchmarks in NLP (Devlin
et al., 2018). We have seen dramatic growth on
LLM applications across many NLP tasks (Min
et al., 2021). LLMs have also shown significant

potential on clinical NLP tasks (Kalyan et al., 2022;
Lee et al., 2020). Prompt/instruct based language
models (Ouyang et al., 2022; Chowdhery et al.,
2022) have recently gained attention and already
shown promising results in the clinical domain
(Singhal et al., 2022). These large language models
hold promise especially for generative tasks like
summarization (Xie et al., 2023).

MEDIQA-Chat Tasks (Ben Abacha et al., 2023)
at ACL-ClinicaNLP Workshop is a shared task
that focuses on summarization and generation of
patient-doctor conversations. The shared task has
3 subtasks. In the task A, participants aim to gen-
erate an artificial section summary from a short
patient-doctor dialogue and its associated section
header out of 20 possible headers. In the task B,
participants aim to generate an artificial clinical
note from a full patient-doctor dialogue. In the task
C, participants aim to generate an artificial doctor-
patient dialogue from a clinical note. We officially
participated in task A and reporting results for both
task A and task B in this paper. The submission
scripts can be found here!.

2 Dataset

In our experiments we only used the official dataset
of the shared task. Table 1 shows the number of
samples in each task and split. Task A has 20 dif-
ferent section headers. The label distribution of
section headers can be found in Table Al in Ap-
pendix A. As the nature of the medical dialogues,
some section headers have very few occurrences in
the dataset.

3 Methods

In this section we explain the methods we applied
to approach task A and task B. In all our experi-
ments we used transformer (Vaswani et al., 2017)

"https://github.com/kbulutozler/MEDIQA -Chat-2023-
clulab
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Task Training Set  Validation Set Test Set
A (Ben Abacha et al., 2023) 1201 100 200
B and C (Yim et al., 2023) 67 20 40

Table 1: Official released dataset statistics. Task B and task C are using the same samples. Task A has pairs of
section summaries and section headers. Task B and C have pairs of long patient-doctor dialogue and full clinical

note.

Model Description

Clinical-T5-Base
Clinical-T5-Sci

Further MM pre training of T5-Base with mimic data
Further MLM pre training of SciFive (Phan et al., 2021) model with mimic data

Clinical-T5-Scratch MLM pre training of randomly initialized T5-Base on only mimic data

Table 2: Clinical-T5 models and their short descriptions.

based large language models to benefit from their
transferable knowledge to our domain.

3.1 Task A

In task A, we aim to obtain a section summary of a
short doctor-patient dialogue and its corresponding
section header. The input is the dialogue and the
expected output is section summary and header for
the dialogue. Our first approach to this task was
to obtain section summary and the header with the
same model, however the generative models we
used were not able to accomplish this approach
accurately. We realized the models were able to
summarize the dialogue to some extent, but pre-
dicting section headers were usually missing or
in wrong grammar. Therefore, we decided to use
different models for section summary and section
header.

In our hyperparameter search on validation set,
we explored several models for both classification
and summarization tasks of task A. For the summa-
rization task, we fine-tuned T5-Small and T5-Base
(Raffel et al., 2020) along with Clinical-T5 mod-
els (Lehman and Johnson, 2023; Goldberger et al.,
2000). For the classification task, we fine-tuned
roberta-base (Liu et al., 2019) and longformer (Belt-
agy et al., 2020). In Table 2, we gave short descrip-
tions of Clinical-T5 models that were trained on
mimic-iii (Johnson et al., 2016, 2023b; Goldberger
et al., 2000) and mimic-iv (Johnson et al., 2023c,a;
Goldberger et al., 2000) datasets.

In order to predict section header, we used
dialogue-section header pairs as input to our mod-
els. In other words, we trained several classification
models to predict section headers from given dia-
logue. We call this input format Dialogue-Header
in Table 5. With this approach, we did not obtain

reasonable accuracy scores. We considered the pos-
sibilities that data size is not enough and dialogue
is too long to be informative.

As our final approach to section header predic-
tion, we decided to use section summary and sec-
tion header pairs as input to the classification mod-
els. We call this input format Summary-Header in
Table 5. Our hypothesis was that summaries are
shorter than dialogues and presumably still contain
information about corresponding section header.
In order to expand the dataset size to get a bet-
ter performance, we employed our summarization
models that were capable of outputting reasonable
section summaries to do data augmentation. For
each sample in the dataset, we obtained n+1 section
summaries where n is number of summarization
models we used and 1 is the original section sum-
mary. With this simple method we increased data
size n times for the classification model.

In the development stage, our best model for
section header prediction was Roberta-base with
100 epochs, 16 batch size and le-4 learning rate.
Our best model for section summary was Clinical-
T5-Sci with 500 epochs, 8 batch size and le-4
learning rate.

3.2 TaskB

In task B, we aim to obtain full clinical note sum-
mary with main section headers from a long doctor-
patient dialogue. The input is the dialogue and the
expected output is full clinical note summary that
includes main section headers. As first approach,
we used generative models explained in subsection
"Task A" to produce full clinical note from the dia-
logues. We realized a very weak performance on
generating full clinical note summary with accurate
section headers. We decided to fine-tune a single
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Hyperparameter Range

learning rate le-4, 5e-5, 2e-5
batch size 8, 16, 32
epochs 100, 250, 500
weight decay 0.01

gradient accumulation steps 8

Table 3: Hyperparameter space explored on all experiments.

Model roguel rogue2 roguel. roguelLsum
T5-Small 0.267  0.086  0.229 0.232
T5-Base 0.313  0.123  0.273 0.272
Clinical-T5-Scratch  0.238  0.085 0.189 0.192
Clinical-T5-Base 0263  0.110  0.224 0.218
Clinical-T5-Sci 0329  0.125  0.288 0.289

Table 4: Section summarization results on validation set of Task A. For each model, best combination of hyperpa-

rameters have been selected.

generative model for each main section with the hy-
pothesis that more specialized models would lead
to better performance.

For each sample in the task B dataset, we
extracted 4 main sections from the long clini-
cal notes. The main section headers are "HIS-
TORY OF PRESENT ILLNESS", "PHYSICAL
EXAM", "RESULTS", "ASSESSMENT AND
PLAN". Therefore we trained 4 single models for
each main section header. In each case, the input is
the dialogue and the output is summary of a given
section header. We then combined them to obtain
the full clinical note.

All the experiments on task B has been con-
ducted after the official results. In the develop-
ment stage, our best models for full clinical note
summary were Clinical-T5-Sci with 500 epochs,
16 batch size and Se-5 learning rate for all main
section headers models.

3.3 Post-processing

We applied a simple post-processing method on
summaries after analyzing initial summarization
results. This method takes a generated summary
and removes sentences that have been repeated in
the summary already. We aimed to increase text
quality with this post-processing operation.

4 Experiments and Results

In all our experiments, we used 4 32GB Nvidia
V100 GPUs. We used Huggingface’s transform-
ers library (Wolf et al., 2019) as the basis of our
experiment scripts. For our efforts to obtain the

best models based on validation sets, we explored
a hyperparameter space that can be seen in Table 3.

41 Task A

For task A, we report our results on validation
set and test set. The results of generating section
summaries on validation set can be found in Ta-
ble 4. The metrics we measured are roguel, rogue?2,
rogueL. and rogueLsum (Lin, 2004). Other metrics
that were officially used in the task were excluded
due to their computational cost during the extensive
experimenting process. As seen from the table, it is
interesting to see Clinical-T5-Scratch and Clinical-
T5-Base models to underperform in comparison to
T5-Small and T5-Base models. Only Clinical-T5-
Sci model overperformed T5-Small and T5-Base.
Intuitively, we were expecting extra or from scratch
training of TS5 models on medical domain would
perform better on summairizing doctor-patient di-
alogues. For our official submission, we selected
Clinical-T5-Sci model.

The results of predicting section headers on val-
idation sets can be found in Table 5. The metric
we measured is accuracy as it is the only official
metric for section header prediction. As seen from
the table, we can see our data augmentation method
that is explained in methods section improves the
performance regardless of model choice. On the
other hand, even without data augmentation, our
approach of Summary-Header input pair in compar-
ison to Dialogue-Header input pair improves the
performance regardless of model choice as well.
For our official submission, we selected Roberta-
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Model Input Format Augmentation Accuracy
Longformer  Dialogue-Header no 0.243
Longformer = Summary-Header no 0.258
Longformer = Summary-Header yes 0.433
Roberta-base Dialogue-Header no 0.534
Roberta-base Summary-Header no 0.577
Roberta-base Summary-Header yes 0.723

Table 5: Section header classification results on validation set of Task A. For each model, best combination of

hyperparameters have been selected.

Model roguel rogue2 roguel. rogueLsum
T5-Small 0.224  0.081 0.193 0.199
T5-Base 0263  0.104  0.241 0.247
Clinical-T5-Scratch  0.238  0.095  0.187 0.209
Clinical-T5-Base 0.245  0.093 0.201 0.204
Clinical-T5-Sci 0286 0.112  0.254 0.262

Table 6: Full clinical note summarization results on validation set of Task B. For each model, best combination of

hyperparameters have been selected.

base model to be used with Summary-Header input
format and with data augmentation.

In the official test set results, we obtained 54%
accuracy for predicting section headers that put us
at 27th rank out of 31 submissions. For the sec-
tion summaries, we obtained an aggragate score of
0.4953 that put us at 20th out of 31 submissions.
Our post-processing method neither improved nor
reduced the summarization score. For all our sub-
missions our code runs and exactly reproduces ac-
cording to task organizers.

4.2 Task B

For task B, we report our results on validation set.
We do not have official test set results for task B
as we did not complete the experiments before the
submission deadline. The results of generating full
clinical notes can be found in Table 6. We used
the same rouge metrics as task A to measure our
performance. We expected our approach to not be
competitive as we used specialized models for each
of the 4 main sections whereas full clinical notes
have other sections as well. As you can see from
the table, we see a similar trend to task A, where T5-
Base model outperforms Clinical-T5 models except
Clinical-T5-Sci. Since we do not have access to
annotated version of the test set, we cannot measure
our performance other than validation set results.

5 [Ethics Statement

Certain ethical considerations should be taken into
account while creating automated systems for pro-
cessing doctor-patient conversations. The common
faults of the proposed systems should be disclosed
to system users. Users should be trained to properly
use and identify common mistakes of the systems.
Since the data to be processed is medical records, it
is essential that both data and background models
should be stored within strong security measures.
Lastly, patients and doctors should be informed
that their conversations are recorded and may be
used by the automated systems.

6 Discussion and Future Scope

In this paper, we explored the capabilities of LLMs
on summarization and classification of doctor-
patient dialogues. We experimented for task A and
task B but managed to have an official submission
on task A. We documented our thought processes
and approaches and stated our results. We obtained
results that both supported and contradicted our hy-
pothesis. Due to hardware and budget limitations
we did not have the chance to explore latest large
models. The obvious future work would be on ap-
plying public instruct based models if the hardware
capacity is enough or private instruct based models
if the budget allows. More future work could be on
preprocessing of the dialogues. Intuitive postpro-
cessing approaches could also be explored.
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7 Limitations

In this shared task, our main limitation has been
lack of access to advanced GPUs that can fit mas-
sive language models. Given the limited time, we
explored a small range of models and hyperparam-
eter space. Considering their proven generative
capabilities, these models would be better start-
ing point for producing summaries and dialogues
which would allow researchers to focus more on
pre/post processing and error analysis. Another
limitation has been lack of free access to massive
language models that offer paid API. However, us-
ing private/commercial models for research pur-
poses is open to debate in NLP community and
isn’t in the scope of this work.
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A Appendix

Section Header Number
ALLERGY 64
ASSESSMENT 38
CC 81
DIAGNOSIS 20
DISPOSITION 17
EDCOURSE 11
EXAM 24
FAM/SOCHX 373
GENHX 302
GYNHX 6
IMAGING 7
IMMUNIZATIONS 9
LABS 3
MEDICATIONS 61

OTHER HISTORY 3
PASTMEDICALHX 122
PASTSURGICAL 71

PLAN 14
PROCEDURES 4
ROS 71

Table Al: Section header label space and its statistics
in training and validation data of task A.
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