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Abstract

We present our work on building large scale
sequence-to-sequence models for generating
clinical note from patient-doctor conversation.
This is formulated as an abstractive summa-
rization task for which we use encoder-decoder
transformer model with pointer-generator. We
discuss various modeling enhancements to this
baseline model which include using subword
and multiword tokenization scheme, prefixing
the targets with a chain-of-clinical-facts, and
training with contrastive loss that is defined
over various candidate summaries. We also
use flash attention during training and query
chunked attention during inference to be able
to process long input and output sequences and
to improve computational efficiency. Experi-
ments are conducted on a proprietary dataset
containing about 900K encounters in U.S. En-
glish from around 1800 healthcare providers
covering 27 specialties. The results are broken
down into primary care and non-primary care
specialties. Consistent accuracy improvements
are observed across both of these categories.

1 Introduction

Medical documentation plays an important role in
diagnosis, treatment, and delivery of safe patient
care. Healthcare professionals are required by law
to document their encounter with the patient. Apart
from this, medical documentation is also useful in
research and driving quality improvement (Mena-
chemi and Collum, 2011). Medical documentation
needs to be accurate and comprehensive, capturing
the patient history, physical examination, labora-
tory and imaging studies, diagnosis, and treatment
options. Physicians typically spend 35% of their
time on documenting the patients visits of the day
(Joukes et al., 2018). This increased documenta-
tion burden is one of the main causes for physician
burnout (Wright and Katz, 2018; van Buchem et al.,
2021).

The use of automatic speech recognition (ASR)
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systems have simplified document creation to a
great extent where physicians dictate medical notes
into electronic health records (EHRs). The content
in the dictation is by and large already discussed
with the patient albeit in colloquial language. Ad-
vances in deep learning in the field of natural lan-
guage processing has attracted increased attention
in generating medical reports directly from patient-
doctor conversations (Krishna et al., 2021; Enarvi
et al., 2020; Joshi et al., 2020; Michalopoulos et al.,
2022; Zhang et al., 2021). Some of the challenges
posed by this problem are:

1. The transcripts can be long, reaching 10k
words for a 53 minute patient encounter (in-
cluding punctuation and special tokens). This
poses modeling challenges as well as compu-
tational challenges.

2. The conversational nature of interaction with
long range context is difficult to summarize
compared to one contiguous stretch of tran-
script or document.

3. The transcript language is very informal com-
pared to medical reports, with usage of col-
loquial terminology, e.g., belly for abdomen,
and might have incomplete information that
was conveyed visually, e.g., a patient might
point and say "it hurts here".

Encouraged by ongoing advancements in neural
sequence transduction (e.g., for machine transla-
tion and abstractive summarization), we follow an
end-to-end approach to the problem. We use a
single transformer model to generate clinical re-
ports directly from patient-doctor conversational
transcripts with various enhancements to handle
long input and output sequences. Our approach is
similar to Enarvi et al. 2020 where a transformer
model with pointer generator was used to generate
clinical notes for Orthopedics. We extend this with
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Partition Primary Care Non-Primary C.
train 489k 372k
recent 70k 53k
dev 2.4k 2.6k
test 21k 15k

Table 1: Number of encounters breakdown

various modeling improvements that are discussed
in Section 3.

2 Dataset

We use a dataset consisting of medical encounters
across 27 medical specialties in the ambulatory
setting. Each encounter includes a patient-doctor
conversation transcribed and diarized by an auto-
matic speech recognition (ASR) system. The ASR
transcript is used to generate three sections of a
medical note, namely History of Present Illness
(HPI), Assessment and Plan (AP), and Physical Ex-
amination (PE). The median number of words in
each of these sections is 166, 291, and 111 respec-
tively; while that for the transcript is 2128. The
dataset is collected across 128 medical institutions
and 1811 physicians.

3 Modeling

We use a sequence-to-sequence model with trans-
former architecture (Vaswani et al., 2017) and train
a separate model for each of the three sections.
Since the report format and style varies across spe-
cialties and physicians, each transcript is prepended
with a unique specialty ID and doctor ID to con-
dition the report generation. In all of our experi-
ments we use the big model size, similar to the one
specified in Vaswani et al. 2017 with 16 attention
heads in each multi-head attention module, inner
representations of size 1024, and the feed-forward
layer size of 4096 in each transformer layer. We,
however, use an 8 encoder layers and 4 decoder
layers configuration instead of the default 6-6 one
since the transcripts are longer and have a higher
perplexity language than the reports. We use pre-
layer normalization (Baevski and Auli, 2019) and
the pointing mechanism (See et al., 2017). For po-
sitional encoding, on encoder side we use rotary
positional embeddings (RoPE) (Su et al., 2021) and
on decoder side we use the T5 scalar relative posi-
tional embeddings (Raffel et al., 2020). We make
several changes over this baseline model in order

to further tailor it to our problem as discussed in
the following subsections.

3.1 Modeling Enhancements

3.1.1 Subword and Multiword Tokenization

Word based vocabulary systems replace any word
outside of the fixed vocabulary with an out of vo-
cabulary OOV token. Most language generation
systems use subword modeling to create an open
vocabulary system (Sennrich et al., 2016; Schuster
and Nakajima, 2012; Kudo and Richardson, 2018).
Subword modeling alone increases sequence length
versus a word-based encoding, exacerbating the
challenge of handling very long medical conversa-
tions.

Additionally, medical reports often contain tem-
plates' that occur very frequently, suggesting subse-
quences may be modeled atomically. To support an
open vocabulary without compromising sequence
length, we used SentencePiece (Kudo and Richard-
son, 2018) and specified ‘space’ as a regular char-
acter so that word boundaries do not enforce token
boundaries. Training a SentencePiece model in
such a manner leads to an open vocabulary system
that includes subwords as well as multiwords.

3.1.2 Chain-of-Clinical-Facts

In order to help the model learn an intermediate
summary plan while doing abstractive summariza-
tion, Narayan et al. 2021 proposed prepending tar-
get summaries with an ordered sequence of entities
mentioned in the summary. Motivated by this, we
trained the model to generate a chain-of-clinical-
facts that are present in the summary before gener-
ating the summary. These facts were extracted from
the reference summaries using a proprietary fact ex-
traction tool that tags the clinically relevant words
in the summary. Examples include the words that
convey symptoms, diagnosis, treatment, etc., along
with qualifying attributes e.g., body part, laterality,
severity, etc. Thus the decoder first generates an
executive summary of the medical note before gen-
erating the full medical note, and consequently the
generated medical note is conditioned both on the
transcript as well as the relevant medical facts. Dur-
ing inference, no external fact extraction is needed
and the generated chain-of-facts can be discarded.

!designed as typing/dictation accelerant and for increasing
note consistency
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Section Model Primary Care  Non-Primary Care
AP Baseline 62.9/62.5/504 68.1/67.6/56.3
+ subword & multiword 64.9/64.1/52.0 69.5/70.0/59.4
+ chain-of-facts 65.3/65.2/53.3 70.0/70.6/59.9
+ contrastive loss 66.2/65.7/53.6 70.9/71.2/60.3
HPI Baseline 44.5760.9/42.5 49.3/62.5/45.6
+ subword & multiword 46.2/61.0/42.8 51.2/63.2/46.7
+ chain-of-facts 46.5/61.6/43.4 51.1/64.1/474
+ contrastive loss 47.7/62.3/43.9 52.5/64.7/47.9
PE Baseline 78.2/77.6/74.8 80.8/81.2/77.8
+ subword & multiword 80.0/79.5/77.0 82.4/83.2/79.5

Table 2: Accuracy with various modeling techniques; the three F1 scores per cell are: ROUGE-L / Fact-C / Fact-F

3.1.3 Contrastive Loss

During training we applied the BRIO constrastive
loss introduced in Liu et al. 2022 to enhance
the accuracy of probability estimation for system-
generated summaries, rather than relying solely on
teacher-forced cross-entropy training. This con-
trastive loss is defined by

K-1K-1

Loy = Z Z mam(ovf(sj) - f(SZ) + Ai,j)

=0 j>i
(1

where S; and S; are two out of K candidate sum-
maries and SCORE(S;) > SCORE(S;),Vi <
J- Aij 1s the ranking margin between the two can-
didates as in the original BRIO paper. f(5;) is the
length-normalized estimated log-probability. This
produces (12( ) comparisons for each encounter.

In general, better results can be achieved by us-
ing a larger number of candidates with GPU mem-
ory being the bottleneck. To address this issue, we
implement a strategy where K — 1 out of IV can-
didates are randomly sampled for each encounter
within a batch while always keeping the top ranked
hypothesis. The NV candidates are generated by the
cross-entropy trained baseline model using nucleus
sampling (Holtzman et al., 2020). During training,
we combine the contrastive and cross-entropy loss
to use the model trained directly to generate the
summary, instead of having to re-rank candidates
generated by the cross-entropy trained model.

3.2 Speed and Memory Efficiency
Enhancements

Due to the long input sequences, we adopted
Flash Attention (Dao et al., 2022) for encoder
self-attention during training which provided large

memory savings and training speed-up. We ex-
plored using it for decoder self-attention and
encoder-decoder cross-attention as well, but the
incremental efficiency gain was limited. During
inference, in order to compute full attention in a
memory-efficient manner across a wide range of
GPUs without requiring corresponding Flash At-
tention kernels, we process self-attention queries
in chunks, as suggested in Gupta et al. 2021.

4 Evaluation metrics

We report three F1 score-based accuracy metrics:
(a) ROUGE-L: This is our implementation of the
ROUGE metric (Lin, 2004) in which we check
for the longest common subsequence between the
reference and hypothesis; (b) Fact-C: This mea-
sures the overlap of core medical facts, e.g., pain,
automatically extracted from the hypothesis and
reference; (c) Fact-F: This reflects the match of full
medical facts, including attributes, e.g., laterality,
body part.

S Experiments

We trained our models on 4 x 80GB GPU ma-
chines with data-parallel training using the fairseq
library (Ott et al., 2019). Each model was trained
for a predefined number of steps on the train parti-
tion, and decoded and scored at multiple check-
point intervals. The test partition contains the
chronologically latest encounters for each physi-
cian, while dev contains the set of encounters just
before test for each physician. We also create a
smaller subset of the train partition called recent
that consists of the latest 200 encounters for each
physician. It is used to fine-tune the trained model
to the most recent encounters so as to bias it to-
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Tokenization max train src / tgt tokens len Train Steps Accuracy

word-vocab 4096 / 1536 20k 44.5/60.9/42.5
word-vocab* 6144 /1856 30k 44.4760.3/42.0
subword SPM 4096/ 1536 20k 45.27/61.3/43.0
subword SPM* 6528 /1962 32.5k 454/61.2/43.2
sub/multi-word* 4096/ 1536 20k 46.5/61.0/42.8

Table 3: Comparison of various tokenization techniques. Accuracy is reported on HPI section of primary care and
the reporting format is same as in Table 2. * correspond to experiments that used the same effective average input
and target length in terms of number of words and were trained to the same number of epochs

wards evolving style, templates, etc. The number
of encounters breakdown per partition is shown in
Table 1. Specialties with fewer encounters were
sampled more often during training. We averaged
the last 10 model checkpoint weights to reduce the
variance in results and picked the best performing
averaged checkpoint on the dev set to report test re-
sults. For all experiments we use a vocabulary size
of 45k tokens which is shared for the source and
the target. Encoder and decoder token embeddings
are also shared. We calculate and report micro
averages which are broken down into 1) primary
care specialities, which consist of family medicine
and internal medicine, and 2) all other specialties
that we refer to as non-primary care. The primary
care specialties deal with a broad set of diseases
and conditions for people of all ages and are thus
harder to model.

For tokenization experiments, we trained the
SentencePiece model on the train partition. To-
ken length was restricted to 100 characters. We
also reserved certain words to be included in the
vocabulary, such as the specialty IDs, patient IDs
and speaker turn indicators.

For chain-of-clinical-facts experiments, we
prepended the facts to the summary with a
<SEPARATOR> token in between, with individual
fact phrases separated by a <FACT_SEP> token.
On an average, the length of the prefix is about 20%
that of reports, excluding the separator tokens.

For the contrastive loss training process, we gen-
erated 20 candidate summaries for each encounter
in the recent partition using the base model that
was trained with cross-entropy loss. We applied
nucleus sampling with a probability mass of 0.6 to
generate these summaries. We then ranked the sum-
maries based on their average ROUGE-L and Fact-
C scores, with the highest-scoring summary being
ranked first. Finally, we fine-tuned the base model
using an equal-weighted combination of the con-

trastive and cross-entropy loss. During fine-tuning,
we dynamically chose 8 out of the 20 candidates
for each example in the batch for computation and
memory efficiency, where the top ranked hypothe-
sis was always kept, while the rest 7 were sampled
randomly.

6 Results

The accuracy for each of the three sections by
incrementally adding the various modeling tech-
nique is shown in Table 2. The baseline is a trans-
former pointer-generator. There is a general trend
of improvement over all categories as the proposed
model components are added. We did not observe
any improvement to the physical exam (PE) sec-
tion from the use of chain-of-clinical facts and con-
trastive loss which is probably due to the heavily
templated nature of documentation in this section.

The use of subword and multiword tokenization,
apart from improving accuracy, also helps to speed
up model convergence as seen in Table 3. Due
to the nature of subword & multiword tokeniza-
tion, the system benefited from 1) more number of
epochs for the same number of training steps; 2)
longer training context at the same effective length
in terms of number of words.

With the use of Flash Attention, we were able to
increase the number of tokens per batch by 4x yield-
ing a training speed-up of 2-2.5x times in terms of
number of tokens processed per second. During
inference, query chunked attention enables process-
ing transcripts of any length without truncation
as opposed to vanilla attention which runs out of
memory on a 16G GPU for inputs longer than 10k
tokens.

7 Conclusions

We used transformer-based models to build a large-
scale, multi-specialty, end-to-end abstractive sum-
marization system capable of generating medical
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reports from conversations. We presented various
modeling and efficiency improvements that can be
applied to better adapt these models to this chal-
lenging task.
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