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Abstract

This work introduces a novel three-class an-
notation scheme for text-based dementia clas-
sification in patients, based on their recorded
visit interactions. Multiple models were de-
veloped utilising BERT, RoBERTa and Dis-
tilIBERT. Two approaches were employed to
improve the representation of dementia sam-
ples: oversampling the underrepresented data
points in the original Pitt dataset and com-
bining the Pitt with the Holland and Kempler
datasets. The DistilBERT models trained on
either an oversampled Pitt dataset or the com-
bined dataset performed best in classifying the
dementia class. Specifically, the model trained
on the oversampled Pitt dataset and the one
trained on the combined dataset obtained state-
of-the-art performance with 98.8% overall ac-
curacy and 98.6% macro-averaged F1-score, re-
spectively. The models’ outputs were manually
inspected through saliency highlighting, using
Local Interpretable Model-agnostic Explana-
tions (LIME), to provide a better understanding
of its predictions.

1 Introduction

Dementia is a condition characterised by impaired
memory, thinking or decision-making ability that
interferes with daily activities (Gale et al., 2018).
This global issue affects approximately 50 million
individuals, with projections suggesting that the
number will increase to 139 million by 2050 (World
Health Organization, 2021). While no known cure
for dementia currently exists, early diagnosis is es-
sential, as it enables patients to access interventions
that can help manage symptoms, prevent further
degeneration and improve their quality of life.

Recent research suggests that language changes
and a decline in episodic memory may serve as
an essential signal for early diagnosis of dementia,
with language impairments reported in both pre-
clinical dementia and severe cases (Mueller et al.,
2018; Yuan et al., 2020).

Methods for natural language processing (NLP)
can help in detecting dementia through the anal-
ysis of the language used by a patient of interest.
Indeed, previous research cast dementia detection
as a binary text classification task, categorising a
patient as exhibiting dementia or not, based on their
language use (Roshanzamir et al., 2021; Matosevi¢
and Jovié, 2022; Wahlforss and Jonasson, 2020;
Orimaye et al., 2014; Yuan et al., 2020). However,
thus far, no studies have investigated the classifica-
tion of patient conversation transcripts into more
than two classes. Our study aims to address this
gap and seeks to analyse patients according to three
classes: Healthy Control (HC), Early Stage or Mild
Cognitive Impairment (MCI) and Dementia. The
goal is to provide medical professionals with a tool
(that can be used in conjunction with standardised
tests) for identifying patients exhibiting early-stage
dementia symptoms. Such a tool can be useful
in organisations where there is a lack of expertise
among personnel responsible for screening patients,
for the purposes of identifying those who could ben-
efit from interventions that might potentially slow
the progression of the disease.

Our approach involves analysing speech tran-
scripts from doctor-patient conversations, with par-
ticipants categorised into the three aforementioned
classes. This task is a multi-class classification
problem, which we address by developing mod-
els that are capable of classifying text (i.e., the
transcripts) according to three classes. In particu-
lar, we developed models based on the transformer
architecture (Vaswani et al., 2017), considering
that transformers have demonstrated state-of-the-
art performance in many clinical text classification
tasks (Yogarajan et al., 2021). Additionally, we
utilised explainability techniques to identify words
that are indicative of dementia and may be used as
features in the diagnostic process.
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Model Validation Accuracy F1 Reference
RoBERTa Stratified 10-fold CV  90.60%  90.28% Matosevic¢ and Jovié¢ (2022)
ERNIE+3Pause LOO CV 89.6% 88.9% Yuan et al. (2020)
BERT Large 10-fold CV 88.08%  87.23% Roshanzamir et al. (2021)
DistilBERT+LR  Grid search and CV 88% 87% Liu et al. (2022)
RoBERTa 10-fold CV 86.75% 86.82  Wahlforss and Jonasson (2020)

Table 1: Recent work on dementia detection using the
performance. ERNIE+3Pause, which also uses audio,

Pitt corpus, excluding some models with slightly weaker
is based on the ERNIE 2.0 transformer architecture (Sun

et al., 2020) with three types of pauses. Key: LR = logistic regression, CV = cross validation, LOO = leave one out.

2 Related Work

Recent work on dementia detection has been un-
derpinned by text classification models based on
transformer architectures. Table 1 highlights the
most relevant and recent models developed using
the Pitt Corpus from DementiaBank (Becker et al.,
1994). The work by Matosevi¢ and Jovi¢ (2022),
which was based on a RoOBERTa model, has thus
far achieved the state-of-the-art binary classifica-
tion accuracy of 90.60%. Our own work similarly
employed transformer-based models, i.e., BERT,
RoBERTa and DistilBERT, while investigating the
conversion of binary classification into a multi-
class classification task for dementia severity. It is
important to note that no previous work has been
conducted on multi-class classification for demen-
tia using text; thus, the performance of such models
was previously unknown.

3 Methodology

This study employed two distinct approaches to
developing dementia classification models. The
first approach aimed to ensure comparability with
previous research by solely utilising the Pitt dataset.
However, the original Pitt dataset was highly im-
balanced (with 259 HC, 127 MCI and 24 Dementia
samples in the whole dataset), containing a limited
number of confirmed dementia cases, necessitating
oversampling to address this limitation. Specif-
ically, we oversampled the MCI and Dementia
classes to allow for a more balanced representa-
tion of these classes in the training set. Utilising
stratified 10-fold cross-validation (CV) in our ex-
periments, the resulting training dataset for each
fold included original HC samples, MCI samples
duplicated thrice, and Dementia samples duplicated
16 times. On the other hand, the test set (for each
fold) was left unaltered.

The second approach involved combining the
Pitt, Holland, and Kempler datasets to increase

the representation of naturally occurring dementia
in the dataset, thus eliminating the need for over-
sampling. This approach enabled us to assess the
performance of the models with unique dementia
data samples and a wider range of discussion top-
ics. Table 4 in Appendix B presents the number of
samples in the datasets that we have utilised in our
experiments.

3.1 Data Pre-processing

The dataset was originally in the CHAT transcrip-
tion format (MacWhinney, 2009), requiring con-
version to plain text and subsequent pre-processing
to eliminate extraneous punctuation and retain only
participants’ speech. The transcripts not only cap-
ture participants’ spoken words but also provide
additional information about their actions. The
participants’ actions were represented by symbols
such as &=coughs for coughing or &=clear for
clearing their throat. Pauses in the speech were
indicated by bracketed full stops at the beginning
of a sentence, with the number of full stops indi-
cating the length of the pause. While most of the
participants’ actions and unnecessary punctuation
were removed during pre-processing, pauses were
retained due to their potential diagnostic value, as
they are considered to be an important linguistic
indication of cognitive decline in dementia patients
(Sluis et al., 2020).

Following the pre-processing of the transcripts,
each transcript was mapped to its corresponding
Diagnostic ID by utilising its corresponding par-
ticipant’s ID. Based on these Diagnostic IDs, the
transcripts were classified into three categories:
Healthy Control (HC), Early Stage or Mild Cogni-
tive Impairment (MCI), and Dementia. These la-
bels were one-hot encoded: [1,0,0] for HC, [0,1,0]
for MCI and [0,0,1] for Dementia. Transcripts with
a Diagnostic ID corresponding to probable or possi-
ble dementia were excluded from the dataset. The
resulting dataset was saved in a comma-separated
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values (CSV) file for ease of use in our experi-
ments.

3.2 Model Training

We developed six bidirectional transformer-based
models, specifically, the base variants of BERT,
RoBERTa and DistilBERT: BERT-base (Devlin
et al., 2018), RoBERTa-base (Liu et al., 2019)
and DistilBERT-base (Sanh et al., 2019). The
architectures of all six multi-class models were
nearly identical, with the dataset, pre-trained layer
and tokeniser being the primary distinguishing fac-
tors. Figure 1 provides an illustration of the ar-
chitecture for the DistilBERT model. Addition-
ally, a binary classification model was developed
using RoBERTa to replicate results reported by
Matosevi¢ and Jovié (2022), using the same hyper-
parameters described in their paper.

Model outputs
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Figure 1: Model architecture. Image adapted from Liu
et al. (2022).

3.3 Hyper-parameter optimisation

In order to optimise the performance of the
models, hyper-parameter optimisation was per-
formed for each pre-trained model type (BERT-
base, RoBERTa-base and DistilBERT-base) and
each dataset (Pitt, and the combined Pitt, Kempler
and Holland dataset). Specifically, we explored
different epochs ranging from 1 to 15 and different
learning rates: 5e-5, 4e-5, 3e-5, 2e-5 and le-5. The
optimal number of epochs varied for each model,
but all models had an optimal learning rate of 1le-5.
Stratified 10-fold CV was conducted to evaluate
the average performance of each model.

3.4 Explainability

Explainability is crucial for NLP models, especially
those that are intended for use in healthcare. By
providing insight into a model’s decision-making
process, explanations can enhance the trust and con-
fidence placed in the model’s outputs. Furthermore,
it can help to identify any potential biases or errors.
To this end, we investigated the use of Local Inter-
pretable Model-Agnostic Explanations (LIME) to
explain the outputs of each of our models (Ribeiro
et al., 2016).

4 Evaluation and Results

The objective of the experiments conducted was
to test two fundamental hypotheses. Firstly, it was
hypothesised that utilising the novel three-class
labelling system would improve classification per-
formance by enabling a more refined classification
that can distinguish between more nuanced differ-
ences in the data. Secondly, it was hypothesised
that models developed utilising the combination
of datasets would exhibit superior performance to
those developed using solely the Pitt dataset. The
rationale behind this hypothesis was that the com-
bined dataset would provide a more diverse and
representative range of data, ultimately improving
the generalisability of the models.

As described above, to test these hypotheses,
three models were created using BERT, RoBERTa,
and DistiBERT for each approach. The perfor-
mance of the models was then evaluated using
stratified 10-fold CV, with the performance met-
rics being accuracy, micro- and macro-averaged
F1 scores, and, importantly, precision for the De-
mentia class. The lattermost metric is crucial in a
medical diagnosis scenario: false positives for the
Dementia class should be minimised as they could
lead to unnecessary interventions or distress.

Table 2 presents a summary of the performance
of the developed models. In terms of accuracy,
the best performing model is the three-class Dis-
tiIBERT model utilising the Pitt dataset. Mean-
while, the model that obtained the highest macro-
averaged F1 score is the three-class DistilBERT
model trained on the combined Pitt, Holland, and
Kempler datasets. Appendix A includes an exam-
ple of saliency highlighting performed by the LIME
model.
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Model Dataset Epochs Accuracy Macro F1 Precision
Binary (baseline) - RoOBERTa Pitt - 90.3% 89.0% -

3-class - BERT Pitt - O 11 95.4% 93.0% 100%
3-class - RoBERTa Pitt- O 11 96.5% 97.6% 100%
3-class - DistilBERT Pitt - O 11 98.8% 97.6% 100%
3-class - BERT Combined P+H+K 8 92.7% 91.4% 96.0%
3-class - ROBERTa Combined P+H+K 30 94.4% 97.5% 100%
3-class - DistilBERT Combined P+H+K 11 98.5% 98.6% 100%

Table 2: Performance of all models on the oversampled Pitt dataset (Pitt - O) and the combined Pitt, Holland and
Kempler (P+H+K) dataset based on stratified 10-fold cross-validation. Precision is reported only for the Dementia
class. The metric values for the baseline model were reproduced from the original paper by MatoSevi¢ and Jovié

(2022). All models had an optimal batch size of 16.

5 Discussion

The three-class annotation scheme improves
classification performance. As can be seen in
Tables 1 and 2, using a three-class labelling sys-
tem improved the performance of all models. The
improved performance is likely due to the finer-
grained system allowing for a more nuanced classi-
fication, distinguishing between cognitive impair-
ment levels.

The results demonstrate that almost all three-
class models achieved an average precision of
100% for the Dementia class. The best models
were able to correctly identify positive cases with-
out generating any false positives, making them
valuable in medical diagnosis. In order to provide
a more comprehensive evaluation of the class-level
performance of our top-performing model in terms
of F1-Score, the DistilBERT model trained on the
combined dataset, a detailed breakdown of its per-
formance table is presented in Table 3. It shows
that for every class, the model performs well in
terms of both precision and recall.

Oversampling is a viable method to improv-
ing a dementia detection model’s accuracy and
macro-averaged F1-score. As can be seen in Ta-
ble 2, the DistilBERT model trained on the over-
sampled Pitt dataset obtained the highest accuracy
of all the models created. This is very promising for
any future work where combining multiple datasets
or having a larger dataset is not an option.

The addition of a small number of demen-
tia samples from outside the Pitt dataset signifi-
cantly improves macro-averaged F1-score and
accuracy. The best-performing model, in terms of
macro-averaged F1-score, is the DistilBERT model
generated using the combined dataset; this shows
that a model using the three-class labelling system

can exhibit optimal performance simply with the
addition of a small number of dementia samples.

Although the work by Matosevi¢ and Jovi¢
(2022) did not provide any detailed performance
breakdown for each class that would facilitate
straightforward comparisons, the observed im-
provement in the overall performance of our Dis-
tiIBERT model can be presumed to extend to the
model’s class-level performance.

Class Precision | Recall | F1-Score
Healthy Control : [1,0,0] 0.97 1.00 0.99
Mild Cognitive Impairment : [0,1,0] 1.00 0.97 0.98
Dementia : [0,0,1] 1.00 0.91 0.95

Table 3: Performance of the 3-class DistiIBERT model
trained on the combined dataset.

6 Conclusion

This study proposes a novel three-class labelling
system for classifying dementia in patients based
on conversation transcripts. The proposed labelling
system includes three classes: Healthy Control
(HC), Early Stage or Mild Cognitive Impairment
(MCI) and Dementia. Multiple models were de-
veloped utilising BERT, RoBERTa, and Distil-
BERT. To improve the representation of demen-
tia data, we experimented with oversampling the
Pitt dataset as well as combining the Pitt dataset
with the Holland and Kempler datasets to increase
the number of dementia-classified data samples.
The best-performing models were built upon Dis-
tilIBERT and trained on either the oversampled Pitt
dataset or the newly combined dataset. Through
hyper-parameter tuning, we achieved state-of-the-
art performance, including an accuracy of 98.8%,
a macro-averaged F1-score of 98.6% and a preci-
sion of 100% for the Dementia class. Additionally,
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LIME was employed to explain the outputs of the
model and highlight the features of interest.

Future research could explore applying the
model to more recently collected data, in line with
current medical practices, to evaluate its effective-
ness in real-world medical applications. Further-
more, since the DementiaBank database contains
transcripts in multiple languages, such as German
and Mandarin, further research could be done to de-
velop a multi-lingual dementia classifier to extend
the benefits of these models globally.
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A Example of Saliency Highlighting
Using LIME

y=Control (probability 0.014, score -4.218) top features

Contribution?  Feature
-0.398  Highlighted in text (sum)
3820 <BIAS>

oh boy .... a lady went shopping at the grocery store ...um.. when she got to the counter with the groceries .uh.... she feached for and it was uh .. gone

y=MCI (probabilty 0.968, score 3.502) top features
Contribution?  Feature
+2.826  Highlighted in text (sum)
40676  <BIAS>
oh boy .... alady gl shopping at the grocery store ...um.. when she ol to the counter with the groceries .uh.... she eached for and it i@ uh .. gone

y=Dementia (probability 0.017, score -4.038) top features

Contribution?  Feature
-0.739  <BIAS>
3299 Highlighted in text (sum)

oh boy .. a lady went SHoPPING at the BIBENI SIS ...Um.. when she got to the counter with the SBBBHES -uh.... she f&EHEA for and it was U .. one

Figure 2: Example of an utterance from a patient exhibit-
ing MCI. In conformance with data protection policies, a
synthetic example is presented. The model’s prediction
may have been influenced by the presence of features
such as “um” and “uh”, which can indicate uncertainty
on the part of the participant. This observation aligns
with previous research that has identified the frequent
use of filler words as an early indicator of dementia
(Karlekar et al., 2018).

B Breakdown of the Datasets (original,
oversampled and combined)

Dataset Control MCI Dementia
Pitt 259 127 24
Oversampled Pitt 259 381 384
Combined P+ H+ K 259 127 34

Table 4: Breakdown of the Pitt dataset (original and
oversampled) and the combined Pitt + Holland + Kem-
pler (P + H + K) dataset.
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