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Abstract

Automated text readability assessment is the process of assigning a number to the level of difficulty of a piece of text
automatically. Machine learning and natural language processing techniques made it possible to measure the readability and
complexity of the fast-growing textual content on the web. In this paper, we proposed a multi-task learning approach to
predict the readability of German text based on pre-trained models. The proposed multi-task model has been trained on three
tasks: text complexity, understandability, and lexical difficulty assessment. The results show a significant improvement in the
model’s performance in the multi-task learning setting compared to single-task learning, where each model has been trained

separately for each task.
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1. Introduction

Automated text readability assessment is the task of ana-
lyzing the difficulty of a piece of text for a target group.
Text readability assessment has a wide range of applica-
tions, from empowering language learners to find proper
reading materials to learn a new language [1] to helping
people with disabilities [2]. However, manual assess-
ment of text readability is not an option nowadays due
to the fast pace of online content creation on the web.
Automated techniques use machine learning and Nat-
ural Language Processing (NLP) models to analyze the
complexity of a piece of text and spontaneously assign
a readability score to textual contents. Automated text
readability is the task of assigning a difficulty level to
an input text. The readability score is the mapping of
a piece of text (e.g., a short sentence or a paragraph) to
a mathematical unit (i.e., text regression) which is the
basis of the readability assessment. Text readability as-
sessment could be designed as a text classification [3] or
regression [4] task, depending on the input labels.

In this paper, we present a Multi-Task Learning (MTL)
approach based on pre-trained language models for the
task of German text readability assessment. We used
three metrics that present the readability to train our
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proposed model. These metrics include complexity, un-
derstandability, and lexical difficulty of German texts in
the sentence level. Recently, pre-trained large language
models showed promising results and could outperform
state-of-the-art deep neural network-based models in
different NLP tasks either in fine-tuning [5] and feature
extraction settings [6]. On the other side, MTL models
have had successes not only in NLP tasks but also in
speech recognition and computer vision [7].

The proposed MTL model is based on the available
readability scores in the TextComplexityDE data set [8].
The data set includes three readability-related scores
(i.e., complexity, understandability, and lexical difficulty
scores) for 1,000 German text samples. We assumed that
the knowledge in the prediction of one of these scores
could be used and transferred into the prediction of the
others, due to the relatedness of these scores. As a re-
sult, we propose an MTL model in which some layers are
shared between the tasks. The obtained results from the
experiments show that the MTL approach could signifi-
cantly improve the overall performance of the prediction
of all three scores compared to the single-learning setting,
where each task has been trained separately.

The rest of this paper is organized as follows; Section 2
reviews the recent research on automated German text
readability assessment. The TextComplexityDE data set is
briefly explained in Section 3. The proposed MTL model
and the obtained results on the tasks of text complexity,
understandability, and lexical difficulty prediction are
presented in Sections 4 and 5, respectively. Finally, in
Section 6, we conclude the paper and discuss the potential
future research directions.
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2. Related Work

In this section, we review some of the recent efforts in us-
ing NLP and machine learning models for the evaluation
of text readability.

A supervised model for German text readability as-
sessment is proposed in [9]. They have extracted more
than 70 features grouped in traditional, lexical, and
morphological-based features to train text regression
models. They have selected the top 20 features for the
training phase based on different criteria, such as the low
ratio of missing values and also low correlation between
features. The obtained results show that the Random For-
est model could outperform Linear Regression and Poly-
nomial Regression models with respect to the Root Mean
Squared Error (RMSE) metric. They improved the results
on the same data set by fine-tuning pre-trained language
models in [10]. They used pre-trained models in fea-
ture extraction and fine-tuning settings and came to the
conclusion that the fine-tuning approach could outper-
form the feature extraction as well as classical machine
learning models.

A sentence-wise readability assessment model for Ger-
man L2 readers is introduced in [11]. They extracted
373 features from different types (e.g., syntax) to train
machine learning models for the regression and rank-
ing tasks. The Bayesian Ridge Regression model out-
performs the widely used readability formulae in the
regression task in their experiments. They also analyzed
the complexity at the document level and found that the
maximum complexity in the sentence level impacts the
document complexity.

A hybrid model combining a feature engineering ap-
proach and transfer learning for German text complexity
assessment is proposed in [12]. They have extracted word
level and sentence level features from text and ensem-
ble it with transformer-based models like Bert [13] and
RoBERTa [14]. The proposed model achieved the first
ranking in the Text Complexity DE Challenge 2022 [15].

An online service for assessing the readability of Ger-
man text based on machine learning models is presented

n [16]. The authors provided the model as an online
service that is publicly available to use. The online ser-
vice provides five statistical metrics and two machine
learning models for an input text. The machine learn-
ing models are based on the BERT and the fine-tuned
BERT. They achieved promising results on two different
data sets based on Mean Square Error (MSE) and Mean
Absolute Error (MAE) metrics [16].

To the best of our knowledge, there is no text read-
ability prediction model for German text based on MTL
approaches. The proposed model uses the benefits of pre-
trained language models as well as a multi-task learning
approach where features that form good predictors for
multiple tasks are favoured over those that don’t.

3. Data Set

In this section, we describe the data set that has been
used to train and test the proposed models in this paper.

We used TextComplexityDE' data set [8] to train the
proposed model and also to test it against single-task
learning approaches. In this section, we briefly describe
the data set, especially the available readability scores in
the data that make it possible to train multi-task learning
models.

As thoroughly explained in [8], TextComplexityDE data
set contains 1,000 sentences in the German language
taken from 23 Wikipedia articles from three different top-
ics. The sentences were annotated by German learners
in levels A and B who were 32 years old on average and
mostly held a university degree. Each sentence is mapped
to the Mean Opinion Score (MOS) of three different read-
ability metrics, namely complexity, understandability,
and lexical difficulty. All the sentences have been rated
by multiple annotators on a 7-point Likert scale. The
complexity shows how complex a sentence for an anno-
tator was in the range of very easy (1) to very complex (7).
The understandability metric shows how well the partici-
pants were able to understand a sentence, and the lexical
difficulty presents the difficulty of the most difficult word
in a sentence.

This data set has been used as the training set in the
Text Complexity Challenge on German Text in 2022. In
order to train and also evaluate the single- and multi-task
learning models in this paper, we split the data set into
the train, validation, and test parts (60%, 20%, and 20%,
respectively).

Figure 1 shows the distribution of MOS values over
the training and test data sets for the three metrics. As
presented in the figure, there are more easy instances in
the data set than complex ones.

Table 1 provides a summary of statistics and frequency
distribution of the training and test data sets. As de-
scribed in the table, the training and test sets follow a
similar distribution from the textual content and read-
ability scores point of view.

4. Multi-task Learning Model

In this section, we present our model based on a multi-
task learning approach to predict the complexity score
of textual input and the understandability and lexical
difficulty scores. We use pre-trained language models to
extract features from the input text and feed the extracted
features into a Recurrent Neural Network (RNN) as the
initial hidden state.

Due to the fact that MTL can learn features that gen-
eralize better across tasks and considering the relation

!https://github.com/babaknaderi/TextComplexityDE
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Figure 1: The distribution of MOS values over the train and test data sets for the a) complexity, b) understandability, and

c) lexical difficulty scores.

Training data  Test data
Number of records (i.e., sentences) 600 200
Max length of sentences (in character) 439 487
Min length of sentences (in character) 23 19
Average length of sentences (in character) 151.3 143.7
Number of words 12366 3886
Number of unique words 5258 2075
Mean complexity score (Standard Deviation) 3.10 (1.19) 2.93(1.17)
Mean understandability score (StD) 2.84 (1.08) 2.63(1.08)
Mean lexical difficulty score (StD) 3.45(1.22) 3.25(1.16)

Table 1

Summary of statistics and frequency distribution of the training and test data sets

between three readability scores in the TextComplexityDE
data set, we propose a joint model for the task. Consider-
ing the similarity between the three tasks and in order
to enable knowledge sharing among tasks, we used a
parallel architecture (i.e., tree-like architecture) [17] in
this work.

We use the German BERT model [18] (i.e., bert-base-
german-cased) in a feature extraction setting where the
input text is fed into the model to convert textual input
into vectors. The model includes a shared layers part that
is shared between three regression models (i.e., complex-
ity, understandability, and lexical difficulty prediction)
and a unique task-specific layer for each task. The overall
architecture of the model is depicted in Figure 2 (a).

As presented in Figure 2, the output of the BERT model
is fed into a two layers Bi-GRU model [19]. As an RNN
model GRUs can handle sequence input very well and
showed promising results in text readability prediction
in the previous studies [20]. A fully connected layer is
on top as the last layer of the shared layers.

The task-specific layer includes a separated, fully con-
nected layer that is connected to the task-specific output
layer. The following hyper-parameters are tested during
the training phase in order to find the best configura-
tion for this task. The best-performing parameters are
highlighted.

« Learning rate: 0.001, 0.0005, 0.0001
« Batch size: 32, 64

« Dropout probability: 0.3, 0.4, 0.5

« Size of the hidden layer: 64, 128, 256

Moreover, we trained all the models in 50 epochs and
set the early stopping patience to 10 checkpoints to pre-
vent over-fitting. In other words, the training has stopped
in case of no improvement in ten continuous epochs. The
model has 110,125,315 parameters in total and 1,043,971
trainable parameters since the parameters from the pre-
trained model are frozen and didn’t change during the
training phase.

Regarding the loss weighting strategy, we used the
"optimizing worst-case task loss" strategy, in which the
worst-performing task has been chosen in each step as
the optimization target. The importance of worst-case
task loss compared to the vanilla average task loss when
training an MTL model is analyzed in [21]. The achieved
results on the test data set are presented in the next
section.

5. Evaluation and Results

In this section, we briefly describe the evaluation metric
used to measure the performance of the proposed model
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Figure 2: The architecture of the a) multi-task learning, and b) single learning setting. The same architecture is used to train
models for the tasks of complexity, understandability, and lexical difficulty prediction in the single learning setting.

and the obtained results from the MTL model as well as
a single-task learning model as the baseline.

5.1. Evaluation Metric

The Root Mean Square Error (RMSE) metric is used to
evaluate the models’ performance. It measures the root
of the average squared difference between the estimated
values (e.g., complexity scores) and the actual value. It is
a common metric for regression analysis including text
readability assessment.

SV (i —5i)?

RMSE = N

(1)
where y; is ith actual value, ¥; is the ith predicted value
and N is the number of data points.

5.2. Results

We evaluated the performance of the proposed MTL
model on the test set of the data. We compared the ob-
tained results in the MTL setting with the single-task
learning setting as the baseline. The overall performance
of the single-task and multi-task learning modules are
presented in Table 2.

We used a similar architecture for the single-task learn-
ing model. The single-task learning model includes the

same embedding layer (i.e., the German BERT model) and
the same 2-layers Bi-GRU layers on top. In this model,
the output of the fully connected layer is fed directly to
the output layer as depicted in Figure 2 (b). The single-
task learning model has 1,019,137 trainable parameters
(compared to 1,043,971 trainable parameters of the MTL
model). We used the same model to train the text regres-
sion to predict text complexity, understandability, and
lexical difficulty scores, separately.

As presented in the table, the MTL setting significantly
outperforms the single-learning model in all three tasks.
Moreover, the average error of the three tasks (0.7945) is
much lower in the MTL model compared to the situation
where each model is trained separately (0.8379).

It also should be noted that the number of trainable pa-
rameters is almost the same in both models (~ 0.025%
more parameters in the MTL model). In contrast, the
single-task learning model undergoes three separate
training sessions, one for each task. So, in addition to
achieving a better performance in predicting German
text readability, the MTL model also demonstrates higher
computational efficiency.

The obtained results from the MTL setting highlight
the importance of the prediction of text readability score
from different perspectives. In other words, the results
show that the performance of a text complexity predictor
could be improved by introducing other related metrics



Task Single-task setting ~ Multi-task setting
Complexity 0.7558 0.7155
Understandability 0.9436 0.9287
Lexical difficulty 0.8143 0.7393
Average 0.8379 0.7945

Table 2

The performance of single-task learning and multi-task learning approaches on the prediction of complexity, understandability,

and lexical difficulty scores.

such as understandability and lexical difficulty to the
model.

6. Conclusion

In this paper, we proposed a model based on a multi-
task learning approach for the task of text readability
assessment in German text. The model is trained and
tested on the TextComplexityDE data set. It is simultane-
ously trained on three different readability scores, namely
complexity, understandability, and lexical difficulty. Our
results showed that the MTL model outperforms the com-
mon single-task learning models in all three scores. The
obtained results in this experiment reveal the importance
of the annotation of text readability from different per-
spectives.

As the direction for future studies, different multi-task
learning architectures (e.g., hierarchical architectures)
could be tested in the task. Moreover, in this study, we
exclusively tested the BERT model to extract features
from the input text. However, exploring and assessing the
impact and the performance of other pre-trained models
is a question for future works. Finally, the performance
of fine-tuning approaches of transfer learning can be
compared to the feature extraction approach in future
studies.
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