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Abstract

In recent years, many researchers have recognized the importance of associating events with
sentiments. Previous approaches focus on generalizing events and extracting sentimental in-
formation from a large-scale corpus. However, since context is absent and sentiment is often
implicit in the event, these methods are limited in comprehending the semantics of the event
and capturing effective sentimental clues. In this work, we propose a novel Multi-perspective
Knowledge-injected Interaction Network (MKIN) to fully understand the event and accurately
predict its sentiment by injecting multi-perspective knowledge. Specifically, we leverage con-
texts to provide sufficient semantic information and perform context modeling to capture the
semantic relationships between events and contexts. Moreover, we also introduce human emo-
tional feedback and sentiment-related concepts to provide explicit sentimental clues from the
perspective of human emotional state and word meaning, filling the reasoning gap in the senti-
ment prediction process. Experimental results on the gold standard dataset show that our model
achieves better performance over the baseline models.

1 Introduction

Affective Event Classification (AEC) aims at predicting the sentiment polarity of the given event. We
consider events that have positive effects on people who experience them as positive events. For instance,
typically positive events include having a new crush, going to the bonfire, seeing a rainbow. On the con-
trary, events that have negative effects on people who experience them are treated as negative events,
such as breaking a marriage, going to the funeral, hearing a loud noise. Since events often trigger senti-
ments and sentiments are often implicit, recognizing affective events is of great values to various natural
language processing applications, covering dialogue systems (Shi and Yu, 2018), question-answering
systems (Oh et al., 2012), implicit sentiment analysis (Zhou et al., 2021) and opinion mining (Xu et al.,
2022b).

The challenges of AEC lie in the limited context and the implicit sentiment of the event. To be specific,
we often rely on the context to analyze sentiments, but there is no rich context to understand the event.
Besides, traditional sentiment analysis methods rely on the occurrence of explicit sentiment words, but
there are few explicit sentimental clues in the event. Many previous approaches have been devoted to
cope with the challenges by extracting sentimental information from a large-scale corpus (Ding and
Riloff, 2018; Saito et al., 2019; Zhuang et al., 2020). However, such attempts are not effective enough
to understand the event and capture sentimental clues due to weak context modeling and insufficient
sentimental information.

We believe that this task would benefit from multi-perspective knowledge injection. Specifically, con-
text can provide additional semantic information to understand the event, and human emotional feedback
as well as sentiment-related concepts can provide explicit sentimental information from two perspectives
to fill the reasoning gap. Figure 1 shows an example of an affective event, demonstrating the significance
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Figure 1: An example of an affective event for identifying the sentiment with the help of event contexts,
human emotional feedback and sentiment-related concepts.

of contexts, human emotional feedback and sentiment-related concepts in understanding events and de-
tecting implied sentiments. On the one hand, the given event (“(I, have, drink, with my dad)”) could be
thoroughly understood by supplying contexts (“I invite my dad over for dinner.”, “I have a good time.”).
On the other hand, from people’s positive emotional feedback towards the event (“happy”, “relaxed”),
we could know that the event would typically have a positive effect on them. Moreover, the meaning
of “drink” and “dad” in the event are enriched by sentiment-related concepts (‘“‘celebrating”, “party”,
“cool”, etc.). Thus, the implicit sentiment of the event could be identified more easily via enhanced
emotions and enriched concepts.

In this paper, to cope with the aforementioned challenges, we propose a novel Multi-perspective
Knowledge-injected Interaction Network (MKIN) to thoroughly comprehend the event and precisely
infer its sentiment. Specifically, we utilize a pre-trained generative commonsense reasoning model to
create event contexts and human emotional feedback of the event. Meanwhile, a commonsense knowl-
edge base and an emotion dictionary are adopted to retrieve sentiment-related concepts. Then, we devise
a Multi-Source Text Encoding Module to encode these events and knowledge. To better integrate contex-
tual information and sentimental clues, we construct a Semantic and Sentimental Fusion Module, which
performs interaction as well as fusion of semantics and sentiments. Finally, we introduce a classifier to
accurately classify affective events.

To evaluate the performance of MKIN, we conduct extensive experiments on the gold standard dataset
for AEC. State-of-the-art performance is achieved by us compared with the baseline models.

The main contributions of our work are summarized as follows:

* For the first time, we propose to leverage commonsense knowledge to improve Affective Event
Classification.

* We introduce a novel approach MKIN to perform context modeling and sentiment reasoning, which
injects knowledge from multiple perspectives to meet the challenges of AEC.

» Extensive experimental results on the benchmark dataset demonstrate the superiority of MKIN. Our
source code will be publicly available.

2 Related Work

Relevant work mainly includes two directions, one is affective event classification, and the other is in-
corporating external knowledge in sentiment analysis tasks.

2.1 Affective Event Classification

Prior work has focused on producing lexical resources of verbs or event phrases with corresponding
sentiment polarity values. Goyal et al. (2010) created a new type of lexicon for narrative text comprehen-
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sion, consisting of patient polarity verbs that impart positive or negative states on their patients. Vu et al.
(2014) created a manually-constructed dictionary of emotion-provoking events, then used seed expansion
and clustering to automatically acquire and aggregate events from web data. Li et al. (2014) extracted
major life events from Twitter by clustering tweets corresponding to speech act words, such as ”congrat-
ulations” or “condolences”. Ding and Riloff (2016) first defined stereotypical affective events as triples
( Agent, Verb, Object) that are independent of context, and used a semi-supervised label propagation
algorithm to discover affective events from Blogs.

More recently, many researches on affective event classification exert much effort to extract sentimen-
tal information from a large-scale corpus. Ding and Riloff (2018) expanded affective events as tuples
( Agent, Predicate, Theme, Prepositional Phrase ), and introduced a weakly supervised semantic consis-
tency model for inducing a large collection of affective events from a personal story corpus. Saito et
al. (2019) proposed to exploit discourse relations to propagate sentiment polarity from seed predicates.
They extracted events that co-occur with seeds in a Japanese web corpus, and used discourse relations
as constraints in the model learning process. Zhuang et al. (2020) first utilized the pre-trained model
and presented a discourse-enhanced self-training method, which combines the classifier’s predictions
with information from local discourse contexts, and iteratively improves the classifier with unlabeled
data. Another line of related work is Event-related Sentiment Analysis, which explicitly models events
to improves sentiment analysis because events often trigger sentiments in sentences. Zhou et al. (2021)
proposed a hierarchical tensor-based composition mechanism for event-centered text representation and
develop a multi-task learning framework to improve sentiment analysis with event type classification.

However, existing methods only induce affective events based on semantic relations or discourse re-
lations, or purely focus on sentimental information from local discourse contexts. Unlike the previous
work, we consider multiple perspectives of knowledge, covering event contexts, human emotional feed-
back and sentiment-related concepts.

2.2 Sentiment Analysis with Knowledge

In recent years, there is a growing number of researches on incorporating external knowledge in various
sentiment analysis tasks. Turcan et al. (2021) explored the use of commonsense knowledge via adapted
knowledge models to understand implicitly expressed emotions and the reasons of those emotions for
Emotion Cause Extraction. Sabour et al. (2021) leveraged commonsense knowledge to obtain more
information about the user’s situation and feelings to further enhance the empathy expression in the gen-
erated responses for Empathetic Response Generation. Zhao et al. (2022) utilized commonsense knowl-
edge to provide causal clues to guide the process of causal utterance traceback for Emotion Recognition
in Conversations. Peng et al. (2022) employed commonsense knowledge to obtain the psychological in-
tention of the help-seeker to generate the supportive responses for Emotional Support Conversation. Xu
et al. (2022a) used a knowledge graph to supplement a large amount of knowledge and common sense
omitted in implicit emotional sentences for Implicit Sentiment Analysis.

There are also many studies on integrating external knowledge in other natural language processing
tasks, but less studies on Affective Event Classification. To the best of our knowledge, this is the first
attempt to introduce external knowledge into Affective Event Classification task.

3 Methodology

The problem of the AEC task could be formulated as follows. Given an event tuple ( Agent:

agent = {wi,wy, -, Wn,,.., }. Predicate: pred = {wy,wa,- -, wy .}, Theme: theme =
{w1,ws, -+, wy,,., .} Prepositional Phrase: prep = {wi,ws,--- ,wnpmp? ) with the corresponding
sentiment category, the goal of this task is to predict the sentiment distribution over three sentiment
polarities.

The overall architecture of our proposed model MKIN is shown in Figure 2, which consists of four
modules: Knowledge Acquisition Module, Multi-Source Text Encoding Module, Semantic and Senti-
mental Fusion Module, Sentiment Classification Module. Each one of the four modules will be elabo-
rated in the rest of this section.
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Figure 2: The overall architecture of our proposed model.

3.1 Knowledge Acquisition Module

Event Context Acquisition. Since retrieving context from corpus is expensive and noisy, we turn to
the commonsense knowledge base to provide the context for the given event. In this work, we em-
ploy ATOMIC-2020 (Hwang et al., 2021) as our commonsense knowledge base, which is a common-
sense knowledge graph of general-purpose everyday inferential knowledge covering social, physical, and
event-centered aspects.

To be more specific, we explore two event-centered categories of commonsense knowledge from
ATOMIC-2020, called isAfter and isBefore. These two relations provide reasoning about event scripts
or sequences, respectively introducing events that can precede or follow an event. Therefore, we use
isAfter and isBefore to introduce two events that happened before and happened after the given event,
respectively. The two introduced events could form the context of a given event, and the three events
can be treated as a narrative event chain. Then the given event could be fully understood via context
awareness.

In order to acquire contexts for given events, we adopt a generative model COMET (Bosselut et al.,
2019) which is a pre-trained GPT-2 model (Radford et al., 2018) finetuned on ATOMIC (Sap et al.,
2019). More precisely, we use a BART-based (Lewis et al., 2020) variation of COMET, which is trained
on ATOMIC-2020. This model can generate accurate and representative knowledge for new, unseen
events. It is suitable and necessary for AEC task, because affective event has a broad scope and many
events may not exist in the static ATOMIC-2020 dataset. An event is given to form the input format
(e,r,[GEN]), where e is the sequence that comprise an event tuple. For instance, (I, have, drink, with
my dad) is converted into the sequence “I have drink with my dad”. And r is the relations we select,
including isAfter and isBefore. Then we use COMET to generate five commonsense inferences for each
relation 7.

Human Emotional Feedback Acquisition. In this work, ATOMIC-2020 is also utilized to acquire
human emotional feedback. We explore one type of social-interaction commonsense knowledge called
XReact, which manifests the emotional states of the participants in a given event. The introduced emotion
reactions could fill the reasoning gap between events and sentiments. We acquire human emotional
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Dimensions Values Interpretations
Valence [0,1] Negative - Positive
Arousal [0,1] Calm - Excited

Dominance [0,1] Submissive - Dominant

Table 1: Interpretations of NRC_VAD dimensions

feedback in the same way that we acquire event contexts. As the commonsense inferences for xReact are
usually emotion words (e.g., happy, sad, angry, etc.) rather than events or sentences, we simply adopt
the hidden state representation from the last encoder layer of COMET as the human emotional feedback
representation.

Sentiment-Related Concept Acquisition. Following (Li et al., 2022b), we use a commonsense knowl-
edge base ConceptNet (Speer et al., 2017) combined with an emotion lexicon NRC_VAD (Mohammad,
2018) to obtain sentiment-related concepts.

ConceptNet is a large-scale multilingual semantic graph proposed to describe general human knowl-
edge, allowing natural language applications to better understand the meanings behind the words. We
introduce the tuple (head concept, relation, tail concept, confidence score) to represent the assertions
in ConceptNet graph and their associated confidence scores, and denote the tuple as 7 = (h,r,¢,c).
For instance, one such tuple from Conceptnet is (birthday, RelatedTo, happy, 4.16). Let W be a col-
lection of words in a given event tuple. For each non-stopword h € W, we retrieve a set of tuples
T, = {TZJ = (hi, rg , tg , cZ )} containing its immediate neighbors from ConceptNet, where ¢, j are in-
dices of non-stopwords and the retrieved tuples.

To refine the retrieved concepts, we first remove tuples where concepts tf are stopwords or not in our
vocabulary. We further filter tuples where confidence scores C‘Z are smaller than 1 to reduce annotation
noises. As many of the tuples are still useless for our AEC task, we select 10 relevant relations from
38 relations in ConceptNet as (Liao et al., 2022) did, they analyzed the effects of various relations on
implicit sentiment analysis in detail. And then we remove the tuples where relations r{ belong to other
relations.

To highlight sentimental information, we adopt NRC_VAD to measure sentimental intensity of the
external concepts. NRC_VAD is a lexicon with valence, arousal, and dominance (VAD) scores. The
interpretations of three dimensions are presented in Table 1. Such as the VAD score vector [V, 4,, D,]
of word “happy” is [1.000, 0.735,0.772]. Following (Zhong et al., 2019), sentimental intensity value of
a concept x is computed as:

> ()
2

where min-max() denotes min-max normalization, ||.||, denotes L norm, V,(z) and A, (x) denote the
valence and arousal scores in VAD vector of concept x, respectively. For concept z not in NRC_VAD,
n(z) will be set to 0. We rank the tuples according to the sentimental intensity values 7(¢]) of concepts

1 A (x)

Va(z) = 5, =

n(z) = min-mag <

tg . Based on the order of tuples, we reserve at most three external concepts with adequate sentimental
intensity values (i.e., n(t]) > 0.6) for each word h.

3.2 Multi-Source Text Encoding Module

Multi-source text encoder considers text from three sources, including raw event, event context and
external concepts. The event encoder, context encoder and concept encoder are the same encoder, which
employ widely-used pre-trained model BERT (Devlin et al., 2019).

Firstly, the events are encoded. For each event e = {wi,ws, -, wy,}, we concatenate two
special tokens [C'LS] and [SEP] to the beginning and end of the event. Then the sequence
{[CLS], w1, wa,---,wy, [SEP]} is fed to the encoder, leading to a series of hidden states:

h; = BERT( [CLS], w1, wa, - -, wy, [SEP]) )
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where h; € R% is the i-th token in the input sequence, d,,, is the dimension of hidden states in BERT.
And the vectorized representation of an event is H. It is worth noting that we specifically denote [C'LS|
token as g.

Secondly, the contexts are encoded. For both isAfter and isBefore , we concatenate the five generated
commonsense inferences to get a context sequence C'S™:

CS" =cs] @ csy -+ @ csy 3)

where @ is the concatenation operation, r is the relation we select from ATOMIC-2020. Then we pass
each context sequence in the same input format as {{CLS], C'S,, [SEP]}, to derive a series of hidden
states from the last layer:

s; = BERT([CLS],CS,, [SEP]) (€]

where s’ € R%n is the j-th token in the input sequence. And the vectorized representation of a context
sequence is S”.

Thirdly, the concepts are encoded. For each concept x, we perform mean-pooling operation from the
last hidden layer to obtain its representation ¢ € R%m:

¢ = Mean-pooling( BERT( [CLS], z, [SEP])) 3)

3.3 Semantic and Sentimental Fusion Module

As contexts and sentimental clues have been collected, Semantic and Sentimental Fusion Module is
devised to perform interaction as well as fusion of contextual and sentimental information.

Semantic Interaction. In order to highlight the more important semantic features from the contexts, we
utilize multi-head cross-attention mechanism (Vaswani et al., 2017) to achieve the interaction of contexts
and the event. Then for each context sequence C'S”, a context-aware representation S™ is learned:

S = MH(f(H), {(S7), /(")) (©)

where f is a linear transformation, each vector is transformed to the dimension of dj, with f, and
MH(Q, K, V) = Concat(heady, - - - , heady)W° (7)
head; = At(QWS, KWX vw)) (8)

QK"

Att(Q, K, V') = Softmax ( N

where ), K, and V' are sets of queries, keys and values, respectively, the projections are parameter

matrices WO ¢ R™Mdvxdn WiQ € Rinxdi WZK € Rénxdi WZ-V € RIn*dv and dj, = d, = dp/h. The
final context representation .S is obtained by:

WV €))

S = @ Max-pooling(S™) (10)
re{isAfter,isBefore}

then S is transformed to the dimension of d;, with a linear projection.

Sentimental Interaction. We construct a graph network for modeling the event and relevant concepts.
Specifically, each event token and concept are represented as vertices in the graph, including the [C'LS]
token as a global vertex for aggregating information. Furthermore, three relation types of edges are
applied to connect the vertices: (1) global edge, a directed edge which connects global node to each
event node; (2) general edge, an undirected edge between two successive event nodes; (3) extended
edge, a directed edge which connects a concept node to the corresponding event node.

Let G = (V, &, R) denotes our graph, where V, £, and R are sets of vertices, edges and relation types,
respectively. We initialize each vertex with the corresponding encoded feature vector, and denote vertex
features as V' = {g, h1, -+, hn,c1, -+, cm} = {v1,v2,- -, on }.
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We feed the initial vertex features into a graph encoder to propagate semantic and sentimental infor-
mation. Considering different relation types of edges, we adopt relational graph convolutional networks

(Schlichtkrull et al., 2018) to update vertex representations. The convolutional computation for a vertex
@

at the (I + 1)-th layer which takes the representation v; ’ at the I-th layer as input is defined as:

UZ(ZH) = ReLU Z Z I\?T Wr(l)vz(l) (11)
TGRUEN{‘ il

where ReLLU (Agarap, 2018) is an activation function, N is the set of neighbor vertices under relation

type 7, and WT(Z) are relation-specific learnable parameters at the [-th layer.

To selectively attend to the more important sentimental features within the enriched event representa-
tion, we pass the updated vertex features to a multi-head self-attention layer, then a sentiment-enhanced
representation V' is learned:

V' =MH(VE, v v (12)

where V() = {UEL),UéL), e ,vg\f)} ={g,hy,--- hl,c, -, c,} are the outputs of the graph en-

coder. We take the global vertex feature as the final event representation GG, and G is transformed to the
dimension of dj, with a linear projection.

Feature Fusion. We first transform the human emotional feedback representation £ to the dimension
of dj, via a linear transformation. Inspired by (Liu et al., 2021), we fuse the three representations with
a gated manner, including context representation .S, event representation G, and human emotional feed-
back representation E. The gate is formulated as:

Gs =ReLU(FC(|G,S,G — S,G® 5))) (13)

Gg =ReLU(FC(|G,E,G — E,G ® E])) (14)

p = Sigmoid(FC[Gs, GE|) (15)

where FC is a fully-connected layer and [., .] means concatenation. Then the three features are fused as:
F=G+poS+(1-p OF (16)

3.4 Sentiment Classification Module

Finally, taking the above fused representation as input, a sentiment classifier is applied to predict the
sentiment of the event:

¢ = Softmax(MLP(F)) (17)

where MLP is a multi-layer perception.
Cross entropy loss is adopted to train the model, the loss function is defined as:

1 L. ‘
L=—5) D vl log(y) (18)

i=1 j=1

where T" and C' denote the number of training examples and the number of sentiment categories, respec-
tively, and y; represents the ground-truth label.

4 Experiments

In this section we present the dataset, evaluation metrics, baseline models, model variants, and other
experimental settings.
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Category Number
Negative Event 348
Neutral Event 717
Positive Event 435

Table 2: Dataset statistics

4.1 Dataset and Evaluation Metrics

We conduct experiments on the gold standard dataset for AEC. It is collected from Twitter Dataset with
sentiment category labels annotated by (Zhuang et al., 2020), and the sentiment categories belong to
negative, neutral and positive. Statistics of the dataset are shown in Table 2.

Following (Zhuang et al., 2020), we report the precision, recall and F1 score for each of the three
categories, and weighted average results for each metric.

4.2 Baselines and Comparison Models

We compare our proposed model with the following method:

BERT-base/large (Devlin et al., 2019): BERT is a widely-used pre-trained language model with
excellent performance in various natural language processing tasks. We adopt the base version and the
large version of BERT as the basis for our classifier and perform fine-tuning during the training process.

RoBERTa-base/large (Liu et al., 2019): RoBERTa has the same model architecture as BERT but with
a robustly optimized pre-training scheme allowing it to generalize better to downstream tasks. Similarly,
we adopt the base version and the large version of ROBERTa for experiments.

DEST (Zhuang et al., 2020): DEST is a discourse-enhanced self-training model which is the state-of-
the-art model for AEC. It introduces BERT-base model for classification and combines the classifier’s
predictions with information from local discourse contexts to iteratively assign high-quality labels to new
training instances.

4.3 Implementation Details

Following (Zhuang et al., 2020), we performed 10-fold cross-validation over the dataset, where each of
the 10 runs used 8 folds of the data for training, 1 fold of the data for validation and tuning, and 1 fold of
the data for testing.

Base version of BERT is adopted as the encoder, and the dimension of hidden states d,, in the encoder
is 768. For all representations in the rest of our model, the dimension d, is set to 300. For the multi-head
cross-attention layer and the multi-head self-attention layer, the number of attention head is 5 and 12,
respectively. For sentiment classification, the dimensions of MLP are set to [300, 100, 3] and the dropout
rate is set to 0.1. We train our model with AdamW optimizer in a learning rate of le-5 and a linear
warmup rate of 0.1. And the batch size is set to 8. We implemented all models in PyTorch with a single
Tesla V100 GPU. Reported results are medians over 5 times of 10-fold cross-validation with the same 5
distinct random seeds.

5 Results and Analysis

In this section we present model evaluation results, ablation study, and case study.

5.1 Overall Results

As depicted in Table 3, our proposed model achieves state-of-the-art results. Benefiting from the effective
context modeling with event contexts and accurate sentiment reasoning with human emotional feedback
and sentiment-related concepts, MKIN achieves the best results on each metrics and the highest F1 score
in each category compared with the state-of-the-art model DEST and other baselines.

For the state-of-the-art model DEST, we reproduce the performance in the same setting as the original
model. Although DEST utilizes a large number of coreferent sentiment expressions to provide explicit
sentiment clues, it is unreliable because coreferent sentiment expressions are quite noisy due to imperfect
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Model NEG NEU POS P R F1

P R F1 P R F1 P R Fl1

BERT-base (110M) 71.6 774 741 765 781 771 768 699 73 75.8 753 753
BERT-large (340M) 725 755 735 767 786 715 716 72 743 764 757 5.7
RoBERTa-base (125M) 734 749 73.6 78 79.6 787 783 745 76 713 769 76.8
RoBERTa-large (355M) 744 753 745 7777 823 798 789 717 748 717 713 T12
DEST (110M) 789 77.6 78 78 837 806 802 715 75 79.2  78.6 785
MKIN (ours) (110M) 837 759 791 80.1 843 82 80 788 791 813 80.7 80.6

Table 3: Performance of all models. The best results among all models are highlighted in bold.

Model P R F1
MKIN 81.3 80.7 80.6
w/o Event Context 79.9 79.3 79.2

w/o Human Emotional Feedback 79.7 79 78.9
w/o Sentiment-Related Concept 79.4 78.8 78.8
w/o R-GCN 79.8 78.9 78.8

w/o Gate 79.7 79.1 79.1

Table 4: Results of ablation study on model components.

coreference and issues like sarcasm, which leads to low-quality pseudo labels, even if an additional event
classifier is introduced. Instead of retrieving information from corpus, we turn to the commonsense
knowledge base for context information and explicit sentiment clues. MKIN improves precision of
negative events from 78.9 to 83.7 and improves recall of positive events from 71.5 to 78.8. The substantial
gain demonstrates the effectiveness of injecting multi-perspective knowledge to improve affective event
classification, and shows the strong ability of our Semantic and Sentimental Fusion Module in extracting
important features for enriching the event representation.

For other baselines models, they are not comparable with our proposed model MKIN. It suggests that
the event representations extracted by pre-trained language models are not sufficient for classification,
and only slight improvements are gained when a larger model is adopted. Besides, two instructive con-
clusions can be derived. On the one hand, it is of great significance to perform context modeling and
capture semantic relationships between events and contexts, which lead to the thorough understanding
of the events. On the other hand, explicit sentiment clues provided by human emotional feedback and
sentiment-related concepts can fill the reasoning gap between events and sentiments.

5.2 Ablation Study

To gain better insight into the performance of our proposed model MKIN, we conduct an ablation study
to verify the contributions of its main components.

Results in Table 4 show that each component is beneficial to the final performance. First, when the
Event Context component is removed, the semantic features of the context are not integrated in the final
representation of the event. The performance of the model degrades to a certain extent, which proves that
context modeling is crucial to AEC. Since there is very limited information in the event, the model needs
additional semantic information from the context for better event representation learning. Second, when
removing the Human Emotional Feedback component, human’s feelings are not taken into account. The
dropped results demonstrate that human emotional feedback are powerful sentimental signals. Third,
when the Sentiment-Related Concept component is removed, external concepts are not introduced to
expand the original word meaning. The performance of the model decreased even more, which sug-
gests that sentiment-related concepts have a considerable impact on sentiment classification. Introducing
external sentimental commonsense knowledge and enriching the meaning of words in events can help
the model detect implicit sentiments. Besides, the use of R-GCN enables more accurate capturing of
interactive information, while the gate can better fuse complementary information.
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Event & Label | Event Context [Human Emotional Feedback| Sentiment-Related Concept
(1, go, -, on date ) I meet a girl. ha excited. romantic go — energy, travel, journey
Positive I have a great time. PPy ’ date — lover, engagement
(1, have bileelga;t’i\?etz hospital ) I wi:vfeslel:{alsiggsgﬁ)e@?i.tal worried, sick, scared hospital — death, disease, injury
(1, save, much money, - ) I work hard at my job. . save — rescue, protect
Positive I buy a new car. happy, satisfied, proud money — rich, reward, earnings
i . . .. separate — divorce, abduction
(- separate,l\lcénilctli,vfgom family Pa;z(r)l&sl egrOCtr(i)eJSall- sad, unhappy, scared child — cute, naughty, noisy
& ’ family — fellowship, mother
(I, have, lf)r:Seit\ix;zekend, ) I go Io“;ggkbzgc‘gizkr.elax relaxed, happy, excited free — fun, gift, independent
(1, hear, loud noise, - ) I am walking down the street. scared. alarmed. alert loud — strong, nightclub, vulgar
Negative I call the police. ? ? noise — explosion, bang, trouble

Table 5: Cases that our model makes the correct predictions.

5.3 Case Study

We provide several cases from the Twitter dataset to analyze the influence brought by event contexts,
human emotional feedback and sentiment-related concepts. As illustrated in Table 5, the injected knowl-
edge provide interpretable results for the prediction of our model. For events that do not contain senti-
ment words, such as those listed in Table 5, baseline models tend to classify them as neutral, whereas
our model gives the correct predictions. From the cases, it can be observed that the three perspectives
of knowledge injection play different roles in sentiment prediction. In most cases, intuitively, context
information is of relatively little help in the reasoning process, because the model often does not get
direct sentiment-related information from context. However, context information helps the model under-
stand the event, which enriches the original event semantics. Moreover, compared with the other two
kinds of information, human emotional feedback brings stronger sentimental signals. Especially when
external concepts do not provide obvious sentimental clues, human emotional feedback plays a greater
role. Finally, with the help of sentiment-related concepts, the model gains more profound insight into
the meaning of words in the event. Since the sentiment of an event is often derived from its predicate
and entities, important sentimental clues can be obtained from the extended concepts. Then the implied
sentiment can be inferred more easily and more accurately.

6 Conclusion and Future Work

In this paper, we propose a novel Multi-perspective Knowledge-injected Interaction Network (MKIN)
for affective event classification. MKIN models various aspects of information by considering contexts,
human emotional feedback, and sentiment-related concepts, to fully comprehend the event as well as
accurately predict its sentiment. To be more specific, in order to complement the semantic information
of the event, we leverage context information and perform context modeling to capture the semantic
association between the event and the context. To enhance the sentimental information of the event,
we take advantage of human emotional feedback to provide sentimental clues from the perspective of
people’s emotional state. In addition, external sentiment-related concepts are introduced to enrich the
word-level representations. Both emotional state information and concept information fill the reasoning
gap between events and sentiments. Experiment results show that knowledge injection from all perspec-
tives improve the model performance, and our model achieves 2.1% performance improvement over the
state-of-the-art model on the gold standard dataset.

For future work, to apply the model in a variety of natural language processing applications, we would
like to explore event-centered sentiment analysis. Affective event classification can be employed as an
additional subtask to improve sentiment analysis.
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