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Abstract

Understanding causality is a core aspect of
intelligence. The Event Causality Identifica-
tion with Causal News Corpus Shared Task ad-
dresses two aspects of this challenge: Subtask 1
aims at detecting causal relationships in texts,
and Subtask 2 requires identifying signal words
and the spans that refer to the cause or effect,
respectively. Our system, which is based on
pre-trained transformers, stacked sequence tag-
ging, and synthetic data augmentation, ranks
third in Subtask 1 and wins Subtask 2 with an
F1 score of 72.8, corresponding to a margin of
13 pp. to the second-best system.

1 Introduction

In this paper, we describe our approach to the Event
Causality Identification with Causal News Corpus
shared task (Tan et al., 2023), which took place
at The 6th Workshop on Challenges and Applica-
tions of Automated Extraction of Socio-political
Events from Text (CASE 2023). The task, which
builds on the 2022 iteration of the same shared task
(Tan et al., 2022a), but including more labeled data,
targets the detection and extraction of causal rela-
tionships. In Subtask 1, participating systems need
to decide whether a sentence contains any causal re-
lationship. Subtask 2 requires extracting the spans
that denote cause, effect, and trigger words (if any).

Our system leverages pre-trained transformer en-
coders and synthetic data augmentation methods,
and ranks third in Subtask 1. We address Subtask 2
using a supervised sequence labeling model, which
wins by a margin of 13 percentage points in terms
of F1 over the second-best system. We model mul-
tiple causal chains per sentence via stacked labels
and find that synthetic data augmentation consis-
tently improves performance. Our code is publicly
available.!

! https://github.com/boschresearch/
boschai-cnc-shared-task-ranlp2023
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Figure 1: Our proposed modeling technique for ex-
tracting causal relationships (Subtask 2) using stacked
BILOU labels. ARGO = cause, ARG1 = effect.

2 Dataset and Task

The Causal News Corpus (CNC, Tan et al., 2022b)
consists of 3767 sentences extracted from news
articles. CNC provides annotations of semantic
relations of the form “X causes Y™ that indicate
a causal relationship between arguments X and Y.
The definition of causality follows that of the CON-
TINGENCY label in the PDTB-3 corpus (Webber
et al., 2019), which is used when a statement pro-
vides the reason, explanation, or justification for
another event. Following TimeML (Pustejovsky
et al., 2003), the definition of events includes both
actions that happen or occur and states. As illus-
trated by the example in Figure 1, one event is
the immediate effect of another, e.g., the event ex-
pressed by “the use of a village field” is the cause
of that expressed by “the clash.”

While following the definition of causal relations
of PDTB-3, which focuses on causal relations be-
tween sentences or clauses, CNC provides span
annotations for causes (ARGO), effects (ARG1) and
signals (STIGO0) within sentences. Spans may com-
prise one to several words. Their boundaries are
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not restricted to clause or constituent boundaries.
Signals are expressions such as “has led to” or
“causing,” but not every causal relation annotation
requires a signal. Of all annotated relations, 30%
do not contain a signal, for example: “[Dissatis-
fied with the packagec,yse], [Workers staged an all-
night sit-inggrec¢].” The average signal length is 1.46
words. Tan et al. (2022b) describe the annotation
guidelines in detail.

The shared task is divided into two subtasks:
Subtask 1 is a binary classification problem, de-
ciding whether a sentence contains a cause-effect
chain or not. Subtask 2 deals with the more chal-
lenging problem of extracting the correct spans of
cause, effect, and signal, where a sentence may
contain more than one causal relation. In CNC, the
maximum number of causal relations per sentence
is four. Spans are annotated using XML-like tags:
(ARGO) refers to causes, {ARG1) to effects, and
{(SIGO) to signals.

3 Modeling and Augmentation

In this section, we describe the neural architec-
tures that we use to solve the two subtasks. To
produce contextualized embeddings of the input
sentences, we use BERT-Large (Devlin et al., 2019)
and RoBERTa-Large (Liu et al., 2019).

3.1 Subtask 1

We implement a binary classifier to detect whether
a sentence contains a cause-effect relation. The
sentence-level [CLS] embedding is fed into a
linear output layer that outputs a prediction on
whether a sentence contains a cause-effect mean-
ing or not. We design the output layer to yield
two prediction scores, one for each class. During
our experiments, we observe that the classifier has
shown prediction bias towards negative samples.
Hence, we apply a weighted cross entropy loss that
upweights the positive samples.

3.2 Subtask 2

We model the problem of detecting cause, ef-
fect, and signal spans, potentially with multiple
causal relations within a single sentence, as se-
quence tagging task using the BILOU labeling
scheme (Alex et al., 2007). The BILOU scheme
extends the commonly used BIO scheme by in-
troducing two additional markers, where “L” de-
notes the end of a multi-token sequence and “U”
refers to a single-token entity. For example, the
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argument span “Beijing launched a campaign” has
the label sequence [B-ARG1 I-ARG1l I-ARG1
L-ARG1] (ignoring BERT-specific subword to-
kens here). A linear layer on top of the embedding
model produces the logits for all BILOU tags for
each token individually. These logits are fed into
a conditional random field (CRF, Lafferty et al.,
2001) output layer, which computes the most likely
consistent tag sequence.

However, this approach can only predict a single
output sequence per sample, i.e., is not able to de-
tect multiple causal chains in an instance. Consider
the example shown in Figure 1. The expression
“the clash” can be either the cause of one killing
and 17 injuries or the effect of not being able to
agree about the usage of a village field. As a result,
there are two causal relations within this instance.
To address this, we “stack” the BILOU labels by
concatenating them using a pipe (““|”) operator,
similar to Strakova et al. (2019), who also use a
label stacking approach. As shown in Figure 1,
this means that the word “clash” is tagged with
L-ARGO | L-ARG1 | O, which decodes to being the
end of a cause in the first layer, being the end of an
effect in the second one and not being part of any
span in the third one.

To keep the label space manageable, we model
three layers. There are only nine samples in the
training set with four possible sequences. Without
filtering, we would end up with about 39,000 la-
bels. We only add stacked labels that occur in the
training and validation data, resulting in roughly
300 three-layer BILOU labels. During evaluation,
these stacked labels are split into their three distinct
layers and each instance is evaluated separately. As
a result, the model is able to predict up to three
different causal relations per sentence.

3.3 Data Augmentation and Resampling

As for both subtasks, there is only limited training
data available, we incorporate additional synthetic
data into the training. In the 2022 edition of the
shared task, several teams also experimented with
data augmentation methods. Chen et al. (2022)
trained BART (Lewis et al., 2020) to rephrase in-
stances in the dataset. Kim et al. (2022) create ad-
ditional data by adding the SemEval-2010 dataset
(Hendrickx et al., 2010) and replacing words by
their POS tag.

Augmenting using EDA  Our first augmentation
approach makes use of the Easy Data Augmenta-



Original Sentence

EDA Augmented Sentence

His arrest has sparked widespread protests by students,
teachers as well as opposition parties.

Month-long escalating protests to mark 4th anniversary of
Mullivaikkal pogrom.

They also rubbished suggestions that the student protests
were losing steam [...]

His arrest has sparked widespread resist by student, teacher
as advantageously as confrontation parties.

Month-long step up protests to mark off quaternary day of
remembrance of Mullivaikkal pogrom.

They besides rubbish suggestions that the scholar protests
were lose steam [...]

Table 1: Comparison between original sentences and their EDA-augmented counterparts. Differences are underlined.

tion (EDA, Wei and Zou, 2019) tool to generate
additional training data for both subtasks. EDA
offers different augmentation techniques: synonym
replacement (sr), random word insertion (ri), ran-
dom word deletion (rd), and random word swaps
(rs). The percentage of words on which these tech-
niques are applied are defined by hyperparameters
Qs Qs Qg AN Q.

For Subtask 1, we employ synonym replace-
ment, random word insertion, and random swaps
and generate four synthetic samples per original
instance in the training set. This results in a train-
ing set five times as large as the original dataset
with a total sample count of over 15.000 samples.?
In Subtask 2, keeping the ordering of {ARGO),
(ARG1) and {SIGO) consistent is of high impor-
tance. To avoid adding destructive noise to the
training data, we only use synonym replacement
and random insertion for this subtask. We add
one augmented sample per single-relation instance,
i.e., we do not augment data based on samples
with more than one causal relation. We discard
augmented samples that are invalid w.r.t. the anno-
tation scheme. Data augmentation for the challeng-
ing multi-relation cases is an interesting direction
for future research. The augmented training set
contains 4.611 instances, i.e., about 1.500 more
than the original set.

Table 1 shows three instances and their aug-
mented counterparts. The first example shows a
replacement of opposition by confrontation, which
is not fully synonymous, but still related. In the
second one, there is a synonym replacement of 4th
by quaternary. In the third example, noise is added
by replacing “losing” with “lose”, illustrating that
the data augmentation method does not control for
grammatical correctness.

2We noticed that the tool also clones each original sample
in our implementation.
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Oversampling of Multi-Relation Samples
About 32% of all instances with at least one causal
relation in the training set are labeled with more
than one causal relation. Out of these, we sample
400 instances (with replacement) and add them to
the training dataset. In contrast to EDA, we only
use this setting only for Subtask 2.

Generating Samples using ChatGPT We exper-
iment with GPT-3.5-turbo and prompt it to generate
100 novel samples containing causal relations that
are similar to those of the CNC corpus. We prompt
ChatGPT with multiple samples of the CNC train
set, and the rules of placing {(ARGO0), (ARG1), and
{SIGO), and let it generate novel samples. This
additional data is only used for Subtask 2.

The ChatGPT-based data augmentation ap-
proach generates relatively simple examples by
always sticking to a Cause-Signal-Effect or
Effect-Signal-Cause structure without overlapping
spans. Examples include “[The lack of raincayse]
[causedsignal] [the crops to fail and farmers to suffer
lossesggrect].” and “[A decrease in greenhouse gas
emissionsgrect] [Was a result ofsjgna | [the decrease
in demand for fossil fuelscause]”.

4 Experimental Evaluation

This section describes our experimental results for
both subtasks. Evaluation of Subtask 2 is per-
formed using FairEval®, which implements a relax-
ation of traditional hard-matching span evaluation
metrics on sentences marked as containing a causal
relation in the gold standard only. We train our
on all samples of the train split, including those
without causal relations.

4.1 Hyperparameters

To find the best learning rates and augmentation
parameter combinations, we employ a grid search

3https:://huggingface.co/spaces/hpi—dhc/FairEvaI/tree/main
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Team Precision Recall F1
1 DeepBlueAl 83.2 86.1 84.7
2 InterosML 81.6 87.3 84.4
3 BoschAl 80.0 87.9 83.8
baseline 75.9 89.2 81.9
Table 2: Subtask 1: results on test of the best three

systems and the baseline provided by Tan et al. (2023).
Scores are based on the public leaderboard.

LM Precision Recall F1  Accuracy
BERT 86.9 89.7 883 87.1
RoBERTa 88.6 88.1 88.3 874

Table 3: Subtask 1: results on dev (large model vari-
ants).

and refine the learning rates after an initial coarse-
grained search ranging from le~" to 9e~* for the
pre-trained language model. The binary classifier
for Subtask 1 is trained with a learning rate of 8e-6,
using the EDA augmented training data and a batch
size of 32. For Subtask 1, we use the following
parameter values for the different EDA techniques:
ag = 0.4, a; = 0.1, and s = 0.6. We use a
weighted cross entropy loss for this subtask, using
a weight of 1.5 for class causal. For Subtask 2,
we apply the following settings: ag = 0.4 and
Qg = 0.5.

The CRF-based tagger for Subtask 2 uses a learn-
ing rate of 7e > for the language model and the lin-
ear layer, whereas a learning rate of 3e~* is applied
on the CRF. During fine-tuning, EDA-augmentated
data is included in the training set. Training the
models is performed on Nvidia A100 GPUs using
one GPU per run, which takes several hours per
model. Early stopping is applied using the F1 score
on the dev set and a patience of three epochs to
select the best model. The models are optimized
using AdamW (Loshchilov and Hutter, 2019) and
an inverse square-root learning rate scheduler taken
from Griinewald et al. (2021).

4.2 Results

In the following, we refer to the public leaderboard
of the Event Causality Identification with Causal
News Corpus shared task.* We report results on test
as provided by the leaderboard evaluation script.

Subtask 1 Our RoBERTa-based binary classifier
ranks third of 10 participants. Results are shown

4https://codalab.lis:n.upsaclay.fr/competitions/1 17844#results
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All relations Multi-relation

P R F1 \ P R F1
1 BoschAI 84.4 64.0 72.8 \ 82.6 535 649
- Cause 853 59.7 70.2|825 474 60.2
- Effect 82.8 629 71.5|80.3 504 61.9
- Signal 854 704 772|826 535 649
2 tanfiona* 60.3 59.2 59.7 - - -
3 CSECU-DSG 40.0 36.1 38.0| - - -

Table 4: Per-class scores on the test for Subtask 2 of
our best scoring model using RoOBERTa-Large and EDA.
The last two rows show the results of the second- and
third-best system. *System of Chen et al. (2022).

in Table 2, including the best two systems and the
baseline by Tan et al. (2023). Among the top three,
we achieve the best recall score. Qualitatively, we
find that neither sentence length nor the presence
of signal words are strongly correlated with mis-
classifications.

We report the results of our classifier that uses
BERT-Large in comparison to RoOBERTa-Large in
Table 3 on the dev set (since we do not have access
to the gold standard of test). Both models perform
almost equally on this task, with RoBERTa out-
performing BERT by a slight margin in terms of
accuracy with a difference 0.3% pp.

Subtask 2 On this task, we compare our mod-
els against the baseline provided by Tan et al.
(2023), which is the best performing system from
the previous iteration of the shared task by team
“1Cademy” (Chen et al., 2022). They also build
upon a BERT-based embedding model, but out-
put prediction scores for begin and end tokens of
the respective spans. In order to produce consis-
tent output, i.e., non-overlapping cause and effect
spans and correctly ordered spans, they implement
a beam-search algorithm on top that aims to find
the top m most likely spans for each of the three
types.

Per-label scores of our best-performing model
and those of the other two competitors are shown
in Table 4. Our best system is based on RoBERTa-
Large with a CRF layer on top and trained on EDA-
augmented data. Our system clearly outperforms
the last year’s winning system by more than 13
percentage points in terms of F1 on the latest CNC
data, exceeding precision by 24 percentage points.
Our system performs best on the signal label, which
could be explained by two factors: signals are much
more repetitive in the corpus (with “to” occurring
293 times in the train data) and the average length
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Cause Effect Signal avg
LM P R F1 | P R F1 | P R F1 | P R F1
BERT-Large \ 824 599 694 \ 83.2 587 689 \ 863 72.0 785 \ 838 626 71.6
RoBERTa-Large | 86.8 66.1 75.1 | 852 68.5 760 | 8.8 754 789 | 8.1 693 764
+ EDA* 8.4 679 76.1 | 85 679 768 | 8.0 77,5 81.1 | 86.8 703 777
+ Oversampling | 87.5 67.7 763 | 8.8 662 751 | 8.1 743 793 | 8.6 688 76.7
+ ChatGPT 884 657 754 | 875 668 758 | 843 752 795 | 869 685 76.6

Table 5: Subtask 2 results on dev: precision, recall and F1 scores for cause, effect and signal span predictions. *Our

system used to produce leaderboard scores.

Relations/Sentence  Cause Effect Signal
1 85.5 80.9 84.7
2 67.7 76.1 84.0
3 52.8 61.8 579

Table 6: Per-class F1 scores by the numbers of causal
relations per sentence on dev for Subtask 2.

of 1.46 words is much smaller than those of causes
(11.74) and effects (10.74). Table 4 also lists the
results for multi-relation instances only, showing
that recall drops for those instances.

Table 5 compares several settings, including var-
ious data augmentation techniques, by label on the
dev set. We evaluate on the dev set because we do
not have access to the gold standard of the test set.

First of all, using RoBERTa over BERT im-
proves the average F1 score by 4.8 points in terms
of F1. Next, all three data augmentation meth-
ods contribute performance improvements over
the RoBERTa baseline with the recall of Effect
being the only exception. Best overall results
are achieved using EDA augmentation. However,
ChatGPT-augmented significantly improves preci-
sion of Cause (1.6 points F1 over baseline) and
also yields the best average precision. Tan et al.
(2022b) also experiment with using two additional
corpora, however, they do not get significant im-
provements, likely due to more different foci of the
datasets. The synthetic data augmentation meth-
ods that we used have the advantage of producing
training data very similar to CNC.

Finally, Table 6 breaks down results on dev split
by single-relation, two-relation and three-relation
instances. While scores for Effect and Signal re-
main high for two-relation instances, performance
is much smaller (yet still strong) for three-relation
instances.
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5 Conclusion and Outlook

In this paper, we have described our modeling ap-
proach to the “Event Causality Identification with
Causal News Corpus” shared task (CASE 2023).
We have proposed a multi-layer sequence tagging
model that aims at identifying causal relations
within news-related sentences. Our approach sig-
nificantly outperforms all participating systems in
Subtask 2. Furthermore, we have shown that syn-
thetic data augmentation methods are beneficial for
this task. Our results indicate that careful modeling,
more advanced data augmentation, and leveraging
larger language models may be fruitful directions
for further improvements.
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