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Abstract

Analyzing public sentiment on social media is
helpful in understanding the public’s emotions
about any given topic. While numerous stud-
ies have been conducted in this field, there has
been limited research on Bangla social media
data. Team M1437 from George Mason Uni-
versity participated in the Sentiment Analysis
shared task of the Bangla Language Processing
(BLP) Workshop at EMNLP-2023. The team
fine-tuned various BERT-based Transformer ar-
chitectures to solve the task. This article shows
that BanglaBERTlarge, a language model
pre-trained on Bangla text, outperformed other
BERT-based models. This model achieved an
F1 score of 73.15% and top position in the
development phase, was further tuned with ex-
ternal training data, and achieved an F1 score
of 70.36% in the evaluation phase, securing
the fourteenth place on the leaderboard. The F1
score on the test set, when BanglaBERTlarge

was trained without external training data, was
71.54%.

1 Introduction

Social networking platforms have emerged as av-
enues where people share their thoughts and feel-
ings on diverse subjects such as entertainment, pol-
itics, and education (Chen et al., 2022). Natural
Language Processing (NLP) can effectively eval-
uate the sentiment of a text (Medhat et al., 2014)
and explore the information discussed in social net-
working platforms. However, most research in this
field has focused on English as the primary lan-
guage; many other languages (e.g., Bangla) have
remained largely unexplored (Sazzed, 2020; Islam
et al., 2020).

Despite being the seventh most commonly spo-
ken language worldwide, as well as the sixth in
terms of native speakers (Babbel, 2023), Bangla is
regarded as a low-resource language (Alam et al.,
2021). The inaugural Bangla Language Processing
(BLP) Workshop (Hasan et al., 2023a) sought to

address sentiment analysis of Bangla social me-
dia posts. Within the scope of this workshop’s
sentiment analysis shared task, two datasets were
utilized: the MUltiplatform BAngla SEntiment
(MUBASE) (Hasan et al., 2023b) dataset, which
features tweets and Facebook posts paired with
their corresponding sentiment polarity, and the Sen-
timent on Noisy Bangla texts (SentNoB) (Islam
et al., 2021) dataset, which consists of user com-
ments on news articles and social media videos in
various domains, such as education, politics, etc.

This paper presents our solution to sentiment
analysis in Bangla on the workshop datasets.
Our experiments with various Bidirectional En-
coder Representations from Transformers (BERT)-
based models (Devlin et al., 2019) indicated that
BanglaBERT (Bhattacharjee et al., 2022), a
BERT language model that is pretrained on more
than 27 GB of Bangla data is effective for classify-
ing Bangla text sentiment. This system achieved
an F1 score of 73.15% during the development
phase. To further improve performance, we supple-
mented the training set with the CogniSenti dataset
(Hasan et al., 2020) containing Facebook posts and
tweets authored by Bangla speakers. This updated
system achieved the best F1 score of 70.36% on
the test set, securing the fourteenth place on the
evaluation leaderboard. Without training data from
CogniSenti Dataset, the F1 score was 71.54%. Our
code is publicly available on GitHub1.

2 Related Work

Extensive research has been carried out regard-
ing sentiment analysis in languages with abun-
dant resources, such as English. Traditional sen-
timent analysis approaches on resource-abundant
languages relied heavily on syntactic parsing (Na-
sukawa and Yi, 2003). The advent of Transformer-
based architectures (Vaswani et al., 2017), such as

1https://github.com/majidurrahman1437/
blp-shared-task2
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BERT (Devlin et al., 2019), greatly improved the
state-of-the-art (Socher et al., 2013) on sentiment
classification (Munikar et al., 2019).

Low-resource languages have traditionally
lagged behind these advancements. In recent years,
however, the NLP community has turned its atten-
tion to low-resource languages like Bangla. Senti-
ment analysis for low-resource languages became
one of the tasks to receive attention. The avail-
ability of high-quality datasets, such as aspect-
based sentiment analysis (ABSA) of Bangla text
(Rahman et al., 2018) dataset, has supported sen-
timent analysis in Bangla. Example approaches
to sentiment analysis on Bangla primarily utilized
long short-term memory (LSTM) units (Hochre-
iter and Schmidhuber, 1997; Tripto and Ali, 2018;
Rezaul Karim et al., 2020). The SentNoB dataset
(Islam et al., 2021) was introduced in 2021, which
consists of noisy Bangla texts. Islam et al. showed
that combining lexical features resulted in bet-
ter performance than neural models for SentNoB.
Hasan et al. developed the CogniSenti dataset
(Hasan et al., 2020), which leverages Transformer
models like XLM-RoBERTa (Conneau et al., 2020)
to predict sentiment polarity in Bangla text, with
promising results.

In a recent comparative study of various Bangla
sentiment classification datasets using different
Transformer-based architectures, XLM-RoBERTa
outperformed all models (Alam et al., 2021).
These results demonstrate the growing potential
of Transformer-based architectures to improve lan-
guage processing even in low-resource languages
such as Bangla. BanglaBERT (Bhattacharjee et al.,
2022) is a language model based on BERT, pre-
trained on a large dataset of 27.5 GB of Bangla
text. It has yielded state-of-the-art results in Bangla
sentiment classification. While there are some
promising research directions for Large Language
Models (LLM) to perform Bangla sentiment analy-
sis (Hasan et al., 2023b), existing pre-trained lan-
guage models, such as BanglaBERT, can outper-
form them. Although there has been a sentiment
analysis shared task for Indian languages, includ-
ing Bangla, in the past (Patra et al., 2015), there has
been a lack of initiatives to organize such a task for
the Bangla language specifically. The Bangla sen-
timent analysis shared task at the first BLP work-
shop (Hasan et al., 2023a) aims to highlight the
research efforts of Bangla researchers from around
the world.

3 Methods

3.1 Data

The dataset used in this shared task consists of sam-
ples from the MUltiplatform BAngla SEntiment
(MUBASE) (Hasan et al., 2023b) and SentNoB
(Islam et al., 2021) datasets. The former contains
Bangla language posts from social media platforms
like Twitter and Facebook, which have undergone
manual annotation for sentiment analysis. The lat-
ter comprises comments from multiple social me-
dia domains; each has also been manually anno-
tated for sentiment.

The dataset comprises three sentiment classes:
Negative, Neutral, and Positive. The proportion of
Negative, Neutral, and Positive examples is kept
uniform across the training and validation splits,
whereas in the test split, the ratio is almost similar
to the train and validation split. The distribution of
labels across data splits is illustrated in Figure 1.

Figure 1: Label-wise Distribution of the Dataset

External Training Data: As can be observed
from the class distribution of the training data, the
“Neutral” class is under-represented compared to
the other two sentiment classes. In order to boost
the representation of the “Neutral” class and to re-
duce the class imbalance, we integrated external
training data from the CogniSenti dataset (Hasan
et al., 2020) to the original training set. The Cog-
niSenti dataset consists of 6570 instances, encom-
passing three sentiment categories (Negative, Neu-
tral, Positive) extracted from Tweets and Facebook
posts written by native Bangla speakers. It features
examples from diverse domains, including poli-
tics, current affairs, etc. By merging the complete
dataset with the provided training set, we create a
new training set of more than 41k samples. The
distribution of the dataset across various categories
is presented in Table 1.
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Dataset Class Number of Samples

Negative 1333
CogniSenti Neutral 3749

Positive 1488

Total 6570

Merged (BLP Negative 17100
Train Set + Neutral 10884
CogniSenti) Positive 13852

Total 41836

Table 1: Data Distribution of External Training Data
(CogniSenti Dataset), Along With Merged Training
Data Per Class

3.2 BanglaBERT

BanglaBERT language model utilizes ELECTRA
(Clark et al., 2020) as its foundation due to ELEC-
TRA’s superior computational efficiency compared
to BERT. BanglaBERT is pre-trained on 27.5 GB of
Bangla text from various sources such as news, en-
cyclopedias, and blogs. The BanglaBERTbase

model includes 12 Transformer Encoder layers
with 768 hidden units, 12 attention heads, and
110M parameters, while the BanglaBERTlarge

model boasts 24 Transformer Encoder layers with
1024 hidden units, 16 attention heads, and 335M
parameters (Bhattacharjee et al., 2022).

3.3 Evaluation

The official evaluation metric for the Sentiment
Analysis shared task is the micro-F1 score (Pe-
dregosa et al., 2011).

3.4 Experimental Setup

We utilized BanglaBERT with the aid of Hugging-
Face transformers library (Wolf et al., 2019). Our
model is trained on NVIDIA DGX-A100 GPU
nodes, with a maximum input sequence length of
512. We conducted hyperparameter tuning on the
learning rate, seed, training batch size, and num-
ber of training epochs to achieve optimal perfor-
mance. The model undergoes ten epochs of train-
ing, with a training batch size of 32 and a seed
value of 18. We set the learning rate 3e-5 utiliz-
ing the Adam (Kingma and Ba, 2014) optimizer
and a linear warmup with a warmup ratio of 0.001.
We develop our models on the provided develop-
ment set and validate utilizing the development-test
(dev-test) and test sets during the development and
evaluation phases, respectively.

4 Results and Discussions

During the development phase, our system attains
the top position in the leaderboard, which is eval-
uated using the dev-test split. During the evalua-
tion phase, our model ranks as the fourteenth-best
model evaluated using the test split, as illustrated
in Table 2.

Model F1 Score (%)

Development Phase

M1437 73.15
MoFa_Aambela 73.03
yangst 72.88
Hari_vm 72.48
amlan107 72.24

Evaluation Phase

MoFa_Aambela 73.10
yangst 72.67
amlan107 71.79
Hari_vm 71.72
PreronaTarannum 71.64
ShadmanRohan 71.55
M1437 (latest submission) 70.36
M1437 (best submission) 71.54

Table 2: Performance Comparison on the Dev-Test Set
and Test Set of Our System Submissions

4.1 Performance with External Data

Upon merging the CogniSenti dataset with the
BLP sentiment analysis shared task train set,
we analyze our latest submission, which utilizes
BanglaBERTlarge. Unfortunately, we discov-
ered that incorporating external data did not im-
prove the performance of our model. Following an
in-depth investigation into our model’s inaccura-
cies, we uncovered that 331 instances were classi-
fied as “Positive” when they should have been la-
beled as “Negative”. Upon further analysis of these
predictions, including phrases such as ‘cYaoeloeÉr muoex
na¯saoir bYbsay�ra” (The nursery traders are facing chal-
lenges), “ oekn Cu�oik QakoelO Exoena mSk ko¯m� oinoeyag Hoe£q
na?” (Why the mosquito workers are still not re-
cruited despite having risks?), we observed that
our model struggled to detect the “Negative” senti-
ment in these samples accurately. On the contrary,
the model that was trained without incorporating
CogniSenti data accurately identified 91 of the 331
“Negative” samples.

Our further analysis discovered that 50% of
the incorrect predictions were originally labeled
as “Negative” but fell under the “Neutral” cate-
gory. Likewise, 33.26% of mispredictions were
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previously labeled as “Positive” but were classi-
fied as “Neutral”. Examples of “Negative” sen-
timents that were misclassified as “Neutral” were
found in the CogniSenti data-trained model, such as
“Eoidoek SoHoerr manuoePr oibduY� Apcoy O oibduY� oin¯vrta ba�oetI
Aaoeq !” (Meanwhile, the city’s electricity consump-
tion and electricity dependence continues to in-
crease!), “Aapnar kaq oeQoek Emon bµbY AaSa koir na” (I
do not expect such a statement from you). How-
ever, these examples were predicted correctly by
the model trained without CogniSenti data. The
merged dataset had a higher proportion of “Neutral”
to “Negative” samples, resulting in a more effec-
tive prediction of “Neutral” sentiment examples but
leading to a higher number of mispredictions for
the “Positive” and “Negative” sentiment examples
compared to the model trained without CogniSenti
data. This is supported by the fact that the model
trained without CogniSenti data made 501 mis-
predictions for the “Negative” sentiment category,
while the model trained with CogniSenti data made
663 mispredictions for the same category.

4.2 Performance Without External Data

Model F1 Score (%)

Random Baseline 33.56
Majority Baseline 49.77
n-gram Baseline 55.14
Logistic Regression 55.05
Decision Tree Classifier 48.68

multi-lingual BERT-cased 64.20
XLM-RoBERTa_large 68.21
MuRIL_base 68.39
IndicBERT 70.82

BanglaBERTbase 71.49
BanglaBERTlarge 71.54

Table 3: Performance Comparison on the Test Set
Across Various BERT Models

Comparative Study Across Baselines: Prior to
the commencement of the shared task, the organiz-
ers released three baseline scores for the dev-test
set and the test set. The initial score, referred to
as the random baseline, randomly predicts a label
from the three likely class labels. The second score,
known as the majority baseline, employs the “Dum-
myClassifier” from the sklearn library (Pedregosa
et al., 2011) and predicts the most frequent class
label for each instance. Lastly, the third baseline,
named the n-gram baseline, employs the TF-IDF
vectorization (Salton and Buckley, 1988) technique
to generate feature vectors and the Support Vector

Machine classifier (Noble, 2006) to provide pre-
dictions on the test set. Moreover, we have con-
ducted a comparison of our model’s performance,
BanglaBERTlarge, trained only on the BLP sen-
timent analysis train set by utilizing the test set
specified in Table 3, with that of conventional ma-
chine learning classifiers, namely Logistic Regres-
sion (Wright, 1995) and Decision Tree Classifier
(Swain and Hauska, 1977). To extract features, we
utilized a similar TF-IDF vectorization technique
and independently applied Logistic Regression and
Decision Tree Classifier to generate predictions on
the test set. Our assessment demonstrates that the
baselines and traditional machine learning classi-
fiers were not able to develop a robust model due
to their inability to grasp the intricacies of the input
text and context.

Comparative Study Across BERT models:
We further assess the performance of our top-
performing model as specified previously. Our
findings reveal that the BERT-based models exceed
the performance of other models chosen for com-
parison. One of these models is the multi-lingual
BERT-cased (mBERT) (Devlin et al., 2019), which
is trained in 104 languages, including Bangla. How-
ever, it’s worth noting that multi-lingual models
typically yield better results for high-resource lan-
guages and may not perform as well on lower-
resource languages like Bangla (Wu and Dredze,
2020). Multilingual language models such as
MuRIL (Khanuja et al., 2021) and IndicBERT
(Doddapaneni et al., 2023) have undergone pre-
training on a range of Indian languages, includ-
ing Bangla, through the use of monolingual, trans-
lated, and transliterated text. These models have
demonstrated superior performance in compari-
son to mBERT, a similar multilingual language
model. However, it is worth highlighting that al-
though these models are multilingual, this is also
the primary reason for their inability to surpass our
model’s performance. Research has shown that
XLM-RoBERTa (XLM-R) (Conneau et al., 2020),
despite having more model parameters (550M), is
unable to outperform BanglaBERTlarge due to
its limited pretraining knowledge of Bangla text
(8.7 GB). In contrast, BanglaBERTlarge has ac-
cess to a vast amount of pretraining knowledge
(27.5 GB) specific to the Bangla language. This
highlights the importance of having a substantial
amount of language-specific pretraining knowl-
edge, which aids in generating robust context-
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No. of Input Tokens No. of Train Samples No. of Test Samples Prediction Correctness (%)

1 to 20 28108 5490 72.91
21 to 40 5612 895 67.82
41 to 60 994 174 65.52
61 to 80 241 69 53.62
81 to 100 101 29 48.28
101 to 150 109 28 46.43
151 to 200 40 12 33.33
201 or higher 170 10 60.00

Table 4: Performance Comparison of Test Set According to Input Token Length

aware embedding vectors and ultimately improves
model performance.

Error Analysis: Based on our findings, it ap-
pears that the model trained without CogniSenti
data exhibits higher true positive rates for the
“Negative” and “Positive” classes at 84.99% and
75.76%, respectively, compared to only 29.44% for
the “Neutral” class. Our model is more proficient
at learning examples from the “Negative” and “Pos-
itive” classes while struggling with the “Neutral”
class due to the data imbalance in our training set.
In fact, 69.59% of the mispredictions regarding the
“Neutral” class actually belong to the “Negative”
class, which can be attributed to the larger number
of “Negative” examples in our training set. To en-
sure unbiased outcomes, a well-balanced dataset
with comparable sample sizes in each class is es-
sential for optimal performance.

Examining FP and FN: We thoroughly analyze
the mispredictions made by the model trained with-
out CogniSenti data, specifically when it predicts
a “Positive” sentiment instead of a “Negative” one,
or vice versa, according to the gold label. We ex-
amine texts such as “Unar oer³T dorkar . . .” (They
need rest...), “EkadoS jat�y soKsooedr 9m AoizoebSon Suru 6
oese¬Tèr” (The 9th session of the eleventh National
Parliament begins on September 6), “AaïagoifruêaH!”
(God forgive us!), and “gRaHoekr ka�oez Aar Qakoeq na
ba�oit oiboelr oeba�Ca” (The customer is no longer bur-
dened with additional bills). While these texts are
labeled as “Negative” in the gold label, the model
may not have enough background knowledge to ac-
curately label them as “Negative” instead of “Pos-
itive”. Similar cases have been observed in texts
such as “oedoeS AarO 3 jn koeranavaIraoes Aa RaÚ” (3 new
people infected with coronavirus in the country),
“ oiql na frm oiflaoepr Taka, Avab oiql ointYos¢g�” (Neither
there was money for filling up the form nor a daily
companion) where the model predicts a text to be
“Negative” whereas the actual label is “Positive”.
It has been observed that a significant number of

erroneous predictions can be attributed to political
and national affairs, which are over-represented in
the dataset. It is imperative to acknowledge the
potential biases that can result from such imbal-
ances and to devise strategies for mitigating their
impact to ensure the accuracy and reliability of the
predictions. This issue highlights the importance
of careful data curation and analysis in the context
of predictive modeling, particularly when dealing
with sensitive or complex domains.

Performance Comparison by Text Length: To
assess the performance of the model trained with-
out CogniSenti data on texts of varying lengths,
we closely monitor its predictions on the test set.
Our evaluation reveals that our model accurately
predicts approximately most of the 5.5k samples
with up to 20 tokens. However, as the input text
length increases, the F1 score declines. Notably,
the model’s F1 score is highest (72.91%) for texts
with up to 20 tokens, dropping to 33.33% for texts
with 151 to 200 tokens. This suggests that the
model learns to predict shorter texts more precisely,
possibly due to more training examples with 20
tokens or less as per table 4. In order to facilitate
the learning process for longer inputs, it may be
advantageous to consider augmenting the training
data with lengthier texts.

5 Conclusion

Team M1437 had the privilege of participating in
the Bangla Sentiment Analysis challenge during
the inaugural BLP workshop at EMNLP-2023. For
this task, we prefer the BanglaBERTlarge as our
language model due to its exceptional pre-trained
proficiency in the Bangla language. During devel-
opment, our system ranked first on the leaderboard.
Although we achieved a comparable F1 score dur-
ing the evaluation phase, we remain committed
to exploring a range of Large Language Models
(LLMs) to improve the true positive rates for longer
input sequences.

283



Limitations

In an effort to enhance our model’s ability to gener-
alize across all labels, we integrated the CogniSenti
dataset into the training set. Unfortunately, the
model’s performance did not meet our expectations
in this particular scenario. However, this can be
due to the specific dataset chosen and leaves open
the question of whether other datasets would yield
similar results. We, therefore, remain committed to
examining other relevant datasets that can not only
supplement the training data but also enhance the
model’s performance across all sentiment classes.

Ethics Statement

The dataset used in this research complies with a
non-commercial share-alike international license
by Creative Commons 2, which is taken under care-
ful consideration. The research does not use this
dataset for any commercial purpose.
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