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Abstract

The availability of the internet has made it
easier for people to share information via so-
cial media. People with ill intent can use
this widespread availability of the internet to
share violent content easily. A significant por-
tion of social media users prefer using their
regional language which makes it quite dif-
ficult to detect violence-inciting text. The
objective of our research work is to detect
Bangla violence-inciting text from social me-
dia content. A shared task on Bangla violence-
inciting text detection has been organized by
the First Bangla Language Processing Work-
shop (BLP) co-located with EMNLP, where
the organizer has provided a dataset named
VITD with three categories: nonviolence, pas-
sive violence, and direct violence text. To
accomplish this task, we have implemented
three machine learning models (RF, SVM, XG-
Boost), two deep learning models (LSTM,
BiLSTM), and two transformer-based models
(BanglaBERT, Hierarchical-BERT). We have
conducted a comparative study among differ-
ent models by training and evaluating each
model on the VITD dataset. We have found
that Hierarchical-BERT has provided the best
result with an F1 score of 0.73797 on the test
set and ranked 9th position among all partici-
pants in the shared task 1 of the BLP Workshop
co-located with EMNLP 2023.

1 Introduction

The presence of violent language on social media
has significantly increased in recent times which
may lead to bigger crime in real life. Violent texts
often result in cyberbullying in online communi-
cation. Government authorities and social media
companies are very much concerned about such
a critical issue. A significant amount of previous
studies have been conducted on hate speech and
toxic, and abusive text detection. The majority
of related research works have been done in high-
resource languages, like English (Lee et al., 2018).

However, little has been done for low-resource lan-
guages such as Bangla. Since many social media
users prefer using their regional languages, such as
Bangla, it becomes a greater challenge to identify
violent text content. Difficult lexemes and no spe-
cific pattern for tokens make Bangla violent word
detection so hard.
Rule-based machine learning methods (Jia et al.,
2019, Khalafat et al., 2021) for detecting vio-
lent text are considered insufficient nowadays.
Therefore, applying rule-based lexical analyzers
or parsing methods provides poor performance.
Deep learning-based (Castorena et al., 2021)
and transformer-based (Arellano et al., 2022,Ta
et al., 2022) approaches provide better perfor-
mance compared to traditional rule-based machine
learning methods violence-inciting text detection.
Transformer-based approaches have not been uti-
lized for violent text detection in the Bangla lan-
guage.

The primary objective of this paper is to detect
violence-inciting text in Bangla on social media
using a hierarchical transformer. The First Bangla
Language Processing Workshop (BLP), co-located
with EMNLP, has arranged a shared task, intro-
ducing a novel dataset called VITD, categorized
into nonviolence, passive violence, and direct vi-
olence text, for the purpose of detecting Bangla
violence-inciting text (Saha et al., 2023a,b).

To achieve this objective, we have employed
a diverse range of models, including three ma-
chine learning models (RF, SVM, XGBoost),
two deep learning models (LSTM, BiLSTM),
and two transformer-based models (BanglaBERT,
Hierarchical-BERT). We have conducted a com-
parative analysis by training and evaluating each
model on the VITD dataset, ultimately determin-
ing that the Hierarchical-BERT model has outper-
formed the others with an impressive F1 score of
0.73797 on the test set. In the hierarchical-based
transformer model, the first BERT model is em-
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ployed to differentiate between violence and non-
violence text while the second BERT is used to
classify direct and passive violence text.

The core contributions of our research work are
as follows-

• We have developed a hierarchical transformer-
based technique for detecting violent text.

• We have conducted a series of experiments
on the dataset and provided a comprehensive
analysis of their performance outcomes.

The implementation details have been provided
in the following GitHub repository - https://
github.com/ML-EmptyMind/blp-task1.

2 Related Work

The previous studies on Violence Inciting Text De-
tection (VITD) can be categorized under machine
learning, deep learning, and transformer-based ap-
proaches.

Traditional machine learning (ML) techniques
have been applied for violence text detection in on-
line social media platforms (Khalafat et al., 2021).
Machine learning algorithms such as Support Vec-
tor Machine (SVM), Naive Bayes (NB), and K-
Nearest Neighbours (KNN) have been utilized
where SVM provides the best result for violence-
inciting text detection. In another previous work,
a lexicon-based method has been used to retrieve
violence-related microblogs and then a similarity-
based method has been applied to extract sentiment
words to detect violent text (Jia et al., 2019) which
outperforms the previous SVM methods. However,
hierarchically structured categories in text catego-
rization have been used (Krendzelak and Jakab,
2015). They have emphasized the importance of
considering the impact of hierarchy on machine
learning approaches for improved text classifica-
tion efficiency.

Compared to the traditional methods used for
detecting violence-inciting text (VITD), deep learn-
ing (DL) based approaches are less dependent on
explicitly defined features. Instead, these models
learn patterns and features automatically. A deep
learning neural network has been capitalized to
detect gender-based violence (GBV) in Mexican
tweets (Castorena et al., 2021). They have used
techniques like CountVectorizer and a multilayer
perceptron to design the model architectures.
A fine-tuned transformer named DistilBETO has

been applied to detect aggressive and violent inci-
dents from social media in Spanish (Arellano et al.,
2022). Another approach utilizes GAN-BERT to
detect violent text in the same dataset (Ta et al.,
2022).

3 Dataset

We have utilized the violence detection dataset pro-
vided under shared task 1 (VITD) of the BLP Work-
shop @ EMNLP 2023 (Saha et al., 2023b). This
dataset contains three categories Non-Violence,
Passive Violence, and Direct Violence. The dataset
is divided into three sets train, dev, and test with
2700, 1330, and 2016 samples. Each split contains
16-18 words on average. Each category contains
14-20 words on average. Table 1 shows that the
provided dataset is imbalanced. The number of
samples under the nonviolence category is consid-
erably high (1389) whereas the number of samples
under the direct violence category is significantly
low (389).

Split Nonviolence Passive Direct
Violence Violence

Train 1389 922 389
Dev 717 417 196
Test 1096 719 201

Table 1: Category-wise distribution in the dataset

As this corpus has been built using YouTube
comments, the input text contains several emojis
and repeated punctuation. During the training and
evaluation phase, several preprocessing steps have
been performed on the dataset. We have removed
all emojis, punctuation, extra spaces, URLs, ZWNJ,
and ZWJ from the input text. However, as the
numeric text is vital for semantic analysis, we do
not remove the numeric text. At the final step of the
preprocessing, we have normalized the text using
a popular Bangla text normalizer library (Hasan
et al., 2020).

4 Methodology

In this section, we provide an overview of the meth-
ods and techniques used on the dataset explained
before. Initially, we have extracted features using
different extraction techniques and applied various
ML and DL algorithms. Moreover, different trans-
former models have been applied to develop the
system shown in Figure 1.
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Machine learning based approaches for detect-
ing violence inciting text, we have applied tradi-
tional ML-based methods such as Random Forest
and Support Vector Machine. We also have used
XGBoost as an ensemble classifier to improve the
performance. Here, we have used NLTKTokenizer
to tokenize the dataset and applied Word2Vec to
extract features from the dataset. For SVM, we
have chosen the parameter C value of 1 for a soft
margin in a hyperplane. For the ensemble method,
we have specified the boosting rounds or number
of decision trees to n_estimators = 100.

Input Text Preprocessing

Word2Vec

Word2Vec

RF
SVM

XGBoost

LSTM
Bi-LSTM

BanglaBERT
Hierarchical-BERT

ML Models

DL Models

Transformers

Output
Predictions

Figure 1: Abstract process of violence text detection

Deep learning-based approaches have been uti-
lized for detecting violence-inciting text. We have
implemented two LSTM-based models. In the first
model, we have applied three bidirectional LSTM
layers with different numbers of LSTM cells. The
three directional layers consist of 32, 16, and 8 bidi-
rectional LSTM cells respectively. In the second
model, we have used four LSTM layers which con-
sist of 32, 32, 16, and 8 LSTM cells respectively.
Both models have been trained up to 10 epochs.
We have used categorical cross-entropy as the loss
function, and callback method to monitor valida-
tion loss during training to select the best model.
Transformer-based approaches are being used
very widely in many aspects nowadays. We have
employed BanglaBERT(Bhattacharjee et al., 2022)
to address this task. As the dataset is imbalanced,
we have used the hierarchical approach shown in
Figure 2. In the hierarchical approach, we first clas-
sify the violence and non-violence text, then further
classify the violence text into direct violence and
passive violence. For both classification tasks, we
have finetuned two BanglaBERT models.

At first, we have divided the dataset into two
groups, violence, and nonviolence. Under the vi-
olence category, we have assigned the remaining
two categories- direct and passive violence. We
have finetuned one BanglaBERT model named

Text nvBERT

Nonviolence

Violence dpBERT

Direct
Violence

Passive
Violence

Figure 2: Hierarchical-BERT (HBERT)

nvBERT to distinguish between violence and non-
violence texts. Then, we have finetuned an-
other BanglaBERT model named dpBERT using
violence-categorized text which further classifies
the violent text into direct and passive violence. At
the time of inference, when nvBERT recognizes a
text as violence then we give that text as input to
dpBERT to determine whether it is direct or passive
violence.
Passive and direct violence texts are significantly
different from non-violence texts. In passive or di-
rect violence texts, we find the presence of violent
words which is not the case for non-violence texts.
That is the reason we have selected the combina-
tion where first nvBERT finds out the non-violence
text and dpBERT finds out the passive and direct
violence text.

5 Results and Analysis

In this section, we present performance compar-
isons among various machine learning, deep learn-
ing, and transformer-based approaches.

5.1 Parameter Setting

Table 2 shows parameter settings for different mod-
els.

Model lr optim bs wd wr
nvBERT 2e−5 adafactor 16 0.01 0.1
dpBERT 2e−5 adafactor 16 0.01 0.1
BBERT 6e−5 adafactor 16 0.01 -
LSTM 1e−3 Adam 32 - -
BiLSTM 1e−3 Adam 32 - -

Table 2: Parameter settings for different models

In Table 2, lr, optim, bs, wd, and wr rep-
resents learning_rate, optimizer, batch_size,
weight_decay, and warmup_ratio respec-
tively. Also, model name BBERT represents
BanglaBERT.
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Categories SVM RF XGBoost LSTM BiLSTM BanglaBERT Hierarchical
BERT

Nonviolence 0.72 0.72 0.74 0.72 0.78 0.84 0.85
Passive Violence 0.43 0.39 0.45 0.48 0.61 0.70 0.71
Direct Violence 0.13 0.11 0.30 0.30 0.52 0.65 0.65

Table 3: Category wise F1-Score based performance of various systems on test set

5.2 Evaluation Metrics
The performance of various models has been eval-
uated by calculating the precision (P), recall (R),
and F1-Score on the test set.

5.3 Comparative Analysis
We have found that among the machine learning
models, the XGBoost has achieved the highest
F1 score (0.5). We have trained different deep
learning-based models, where the stacked BiLSTM
model has provided the best F1-score of 0.633.
BanglaBERT has achieved the highest precision
of 0.73 whereas Hierarchical-BERT has provided
the highest F1-score of 0.73797 respectively. Ta-
ble 3 highlights the classwise F1-score. Table 4
shows the performance of nvBERT and dpBERT on
the test set. The nvBERT model performs slightly
better than the dpBERT model in terms of clas-
sification. With a high margin compared to ML
and DL-based approaches, Hierarchical-BERT per-
formed better and slightly better than BanglaBERT
securing 9th rank in the leaderboard.

Classifier Macro Average
P R F1

nvBERT 0.83 0.832 0.8310
dpBERT 0.81 0.893 0.8306

Table 4: Performance matrix for both BERTs of Hierar-
chical BERT on the test set. Here P, R, F1, TF denotes
to Precision, Recall, F1-Score, Transfomrer.

Classifier Macro Average
P R F1

ML
RF 0.63 0.41 0.40
SVM 0.63 0.63 0.43
XGBoost 0.63 0.50 0.50

DL
BiLSTM 0.63 0.68 0.633
LSTM 0.39 0.42 0.40

TF
BBERT 0.75 0.71 0.730
HBERT 0.73 0.79 0.738

Table 5: Performance of various systems on test set

Figure 3: Confusion matrix of Hierarchical-BERT
model

5.4 Error Analysis

Table 5 shows that the Hierarchical-BERT model
has outperformed all models in terms of classifying
violence-inciting text. To get further insights about
the system, a confusion matrix (Figure 3) is used.
We notice that the model achieves the highest True
Positive Rate (TPR) of 86.22% for the nonviolence
category and 86.07% for the direct violence cate-
gory. However, the model provides the lowest TPR
of 63.28% for the passive violence category.

Our model has misclassified text of passive vi-
olence category as nonviolence or direct violence.
Non-violence text does not contain any direct vi-
olence words. Passive violence is treated as non-
violence words because often passive violence does
not contain any violent words. Thus nvBERT treats
passive violence as non-violence text due to the
lack of direct violent words. Therefore, it leads
to misclassification between non-violence and pas-
sive. Table 1 indicates imbalances between three
classes and therefore leads to misclassification.
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6 Conclusion

In this research work, we have conducted a compar-
ative study among different machine learning, deep
learning, and transformer-based models for Bangla
violence-inciting text detection in social media con-
tent. During the training and evaluation of the
different models, we utilized the VITD dataset pro-
vided in a shared task. We have found that the
Hierarchical-BERT model has outperformed all
other models with an F1-score score of 0.73797.
The error analysis shows that our trained models
become biased toward the majority class. In the
future, we will address the issue by incorporating
different strategies to address the class imbalance
in the VITD dataset.

Limitations

Several limitations can be noted in our work. First,
the provided dataset is quite small and highly im-
balanced. The impact of the dataset on model devel-
opment is visible in the result and analysis section.
Secondly, our employed model shows limitations
in efficiently detecting the category of passive vio-
lence text. Future work should explore advanced
techniques and the robustness of passive violence
text classification.

Ethics Statement

In this study, the tools and technologies used to per-
form data analysis and development of the model
have been ethically and responsively employed.
The aim of our work is to develop a system that de-
tects violence-inciting text for the greater good of
our society and culture. As per our belief, knowl-
edge should be shared and we are committed to
sharing our findings and contributing to the devel-
opment of violence-inciting text detection in the
Bangla language.
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