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Abstract

Dialect identification systems play a signifi-
cant role in various fields and applications as in
speech and language technologies, facilitating
language education, supporting sociolinguistic
research, preserving linguistic diversity, and en-
hancing text-to-speech systems. In this paper,
we provide our findings and results in the NADI
2023 shared task for country-level dialect iden-
tification and machine translation (MT) from
dialect to MSA. The proposed models achieved
an F1-score of 86.18 at the dialect identification
task, securing second place in the first subtask.
Whereas for the machine translation task, the
submitted model achieved a BLEU score of
11.37 securing fourth and third place in the sec-
ond and third subtasks. The proposed model
utilizes parameter-efficient training methods
which achieves better performance when com-
pared to conventional fine-tuning during the
experimentation phase.

1 Introduction

Dialect identification plays a crucial role in under-
standing and analyzing linguistic variation within
a language. This importance extends to the Ara-
bic language, which encompasses a wide range
of dialects spoken across various regions. With
the advancements in natural language processing
and language models, dialect identification systems
have become increasingly valuable in accurately
identifying and distinguishing Arabic dialects. By
accurately identifying Arabic dialects, language
models contribute to fields such as speech recogni-
tion, language learning, and even cultural preserva-
tion. However, Dialect identification in the Arabic
language presents unique challenges due to the ex-
tensive linguistic diversity and complexity of Ara-
bic dialects. Language models, while powerful
tools for natural language processing, face inherent
difficulties when applied to Arabic dialect iden-
tification. These challenges arise from dialectal
variations, limited training data, and data scarcity

for certain dialects. The NADI shared task series
(Abdul-Mageed et al., 2020, 2021b, 2022) is a well-
known competition that offers datasets and mod-
eling opportunities in order to improve research
work developed for dialect identification. In pre-
vious versions of the competitions, various teams
have participated. (Messaoudi et al., 2022) fine-
tuned MARBERT using two different approaches.
The first approach uses model embedding along
with a CNN classifier. The other approach is to
use model embedding with quasi-recurrent neural
networks. (Abdel-Salam, 2022) used is an ensem-
ble between fine-tuned BERT-based models and
various approaches of parameter efficient tuning in-
cluding p-tuning and prompt-tuning. (Bayrak and
Issifu, 2022) used general pre-training as a first step
followed by fine-tuning. AlKhamissi et al. (2021)
added an adapter layer on top of the MARBERT
model.

This paper presents our work and findings in
the NADI 2023 shared task (Abdul-Mageed et al.,
2023). The NADI 2023 shared task consists of
three subtasks. The first subtask is a country-level
dialect identification, while the second and third
subtasks are a sentence-level machine translation
from four dialects to MSA, given that a key chal-
lenge is the hard nature of the problem. We use best
practices from recent research on improving model
generalization and robustness by using different
parameter-efficient techniques (PEFT). Parameter-
efficient fine-tuning (PEFT) is an alternative to full
model fine-tuning, where a small number of task-
specific parameters are updated and the majority of
language model parameters are frozen. In this way,
only one general language model alongside the
modified parameters for each task is saved or trans-
ferred. PEFT techniques include Prefix-tuning (Li
and Liang, 2021), LoRa (Hu et al., 2021), Prompt-
tuning (Lester et al., 2021) and Soft-prompting (Liu
et al., 2023). The rest of the paper is structured as
follows: section 3 discusses the proposed methods,
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section 4 shows experimental results, and section 5
concludes the paper.

2 Dataset

Subtask 1 of NADI 2023 (Abdul-Mageed et al.,
2023) provides training and development sets with
18 country dialects. The training set constitutes
18K instances and the development set 1.8K in-
stances. In the evaluation phase, the test set pro-
vided contains 3.6K instances. For subtask 2,
the provided dataset was MADAR-parallel-corpus
(Bouamor et al., 2018). The training set consisted
of 12000 examples, while validation and test sets
consisted of 400 and 2,000 examples.

3 Methodology

This section presents the various approaches used
while developing the final models. For subtask 1,
the final model is a weighted ensemble of PEFT
BERT-based models and fine-tuned models. For
subtasks 2&3, a single model is used.

3.1 Subtask 1 models

In subtask 1, the goal was to identify 18 different
Arabic dialects. In order to tackle this problem,
we have experimented with several approaches.
Most of the models used were BERT-based models
such as MARBERT (Abdul-Mageed et al., 2021a),
AraBERT (Antoun et al.), QARiB (Abdelali et al.,
2021), AraELECTRA discriminator (Antoun et al.,
2021), and CAMeLBERT (Inoue et al., 2021). Mul-
tiple methods were used: 1) fine-tuning, 2) prompt-
tuning, 3) prefix-tuning, 4) soft-prompting, 5) few-
shot with contrastive learning, 6) adapter based
fine-tuning, and 7) pre-training followed by fine-
tuning. In prompt-tuning only prompts are intro-
duced into the input embedding sequence, which
is fed to the language model head and output to
the linear classification head. One of the diffi-
culties in prompting is the design of the prompt
and the model’s output. For the prompt we have
used [MASK] .» &) (“language is [MASK]"),
and [MASKJoay_ad! 3 &gl Caduai (“ the di-
alect in the tweet is [NfASK]") .and for the output,
we have used country names translated into Arabic,
as shown in figure 1. In Soft-prompting virtual
learnable tokens are inserted into the input embed-
ding sequence along with input text, and then this
representation is fed to a classifier head, as shown
in figure 2. In prefix-tuning virtual learnable to-
kens are inserted into every layer in the model.

In the few shot settings we have used 100 sam-
ples from each class then we have applied super-
vised contrastive loss along with cross-entropy loss.
For the pre-training followed by fine-tuning, we
first pre-train BERT-based models on the previous
year’s dataset, and then we fine-tune the model on
the newly provided dataset.

Experimental Set-up For the fine-tuned models
the learning rate was set to 3e-5 or 4e-6, a cosine-
annealing learning rate scheduler was used, the
model’s weight decay was set to 1e-2 and the length
of the sentence for tokenization was set to 256.
During training, batch size was set to 8, and at the
end of each epoch, the model was evaluated on
dev-set. The best-performing model in terms of
F1-micro is saved. In all experiments, the first two
layers and the embedding were kept frozen.

Submitted systems For this subtask, three dif-
ferent systems were submitted. The first system is
a weighted ensemble of all models listed in table
2. For determining the weights of each, we used
an optimization method, where the goal is to find
the best set of weights that minimize log-loss be-
tween the weighted prediction of all models and
the true labels of the dev-set. For the second and
the third system, we have chosen the best combi-
nation of models that yields a high F1-score in the
dev-set, through an exhaustive search, as well as
optimization to determine the best set of ensemble
weights. The experiment goes as follows: we first
generate each possible combination of the devel-
oped models. Then for each combination, we apply
an optimization scheme to determine the best set
of weights for each model based on the F1-score
calculated between the weighted prediction and ac-
tual labels of the dev-set. Finally, we choose the
best combination that yields the best F1 score. The
models for the second system were: MARBERT
with adapter layer, MARBERT with prefix tuning,
CAMEeLBERT, and QARiB. The models for the
third system were: MARBERT with prompt-tuning,
MARBERT with soft prompting, MARBERT with
prefix-tuning, and MARBERT with pre-training
and then fine-tuning.

3.2 Subtask 2&3 models

In this subtask, the goal is to translate a dialec-
tal sentence into MSA. To tackle this problem we
have experimented with several approaches in the
development phase (dev-phase). The model used
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Figure 1: Prompt-tuning architecture.

was AraT5v2 (Nagoudi et al., 2022). Several meth-
ods have been investigated as 1) conventional-fine-
tuning, 2) LoRa, and 3) prompt-tuning. In LoRa
instead of fine-tuning all the weights that consti-
tute the weight matrix of the pre-trained large lan-
guage model, two smaller matrices that approx-
imate this larger matrix are fine-tuned. These
matrices constitute the LoRA adapter. This fine-
tuned adapter is then loaded to the pre-trained
model and used for inference. In prompt-tuning
the following prompt was added before each text

to be translated _pzdll ay ol aod| alo ast .

(“Rephrase the following to modern standard
Arabic'') another prompt investigated was text fol-
lowed by source dialect => target dialect, exam-
ple: CAI => MSA..

Experimental Set-up In all of the configurations
the encoder and decoder embedding were frozen.
The learning rate was set to 6e-6, with a model
weight decay of le-2. Linear learning rate sched-
uler was used and the length of the sentence for
tokenization was set to 256. Models were fine-
tuned for 10 epochs with a batch size of 2. The
best-performing model in terms of BLEU score is
saved. For LoRa, the following parameters were
used: the scaling factor was set to 4, while the rank:
was set to 1.

Submitted systems In these subtasks, only one
submission was made based on the conventional-
fine-tuning method.
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Figure 2: Soft-prompting architecture.

4 Results and Discussion

In this section, the performance of the models is
reported based on the official metric during dev-
phase and test-phase. Moreover, error analysis is
conducted to identify weaknesses of the proposed
models. For subtask 1 the official metric is the
micro average F1-score, while for subtask 2&3 the
official metric is the BLEU score.

4.1 Dev-phase results

Table 2 shows results on dev-set for subtask 1. It
can be concluded that prompt-based model per-
formed better than fine-tuning methods, prefix-
tuning, and soft prompting. The margin differ-
ence is around 1%. Table 3 shows submission
scores based on the F1-score on the dev-set. All
model ensemble underperforms when compared
to selective model ensemble. On the other hand,
it takes a lot of time to search all possible com-
binations to select the best one. During experi-
mentation, the model performance decreased while
using a combined dataset of the previous year’s
dataset and the current year’s dataset, compared
to using only this year’s dataset. Our key findings
were: PEFT techniques outperform conventional
fine-tuning by a magnitude of a maximum of 8%
and a minimum of 3%. Prompt-based models were
the best-performing models in PEFT, however, they
are sensitive to the prompt used. For instance, the
results when using the prompt [MASK] & 4l

(“language is [MASK]"), outperform thé' results
from [MASK]ow 31 & &gl Cadial (< the
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dialect in the tweet is [MASK]") by a magnitude
of 1%. Table 1, shows the BLEU score achieved
using different techniques for subtask 2&3. LoRa
shows significant performance compared to other
techniques such as prompting and conventional
fine-tuning, with a margin of 3%. This might be
due to the fact that the prompt needs more engineer-
ing and the hyperparameters re-adjustment. For in-
stance, to our surprise, the second prompt achieved
better performance than the first prompt, described
in section 3.2. During experimentation, the model
showed high sensitivity to the learning rate and
weight decay. For instance, we have conducted
3 runs for each experimentation. In the setup, all
configurations were kept the same except for the
learning rate. The learning rate was set to le-6,
3e-6, 6e-6. There were high variation in the results
by a magnitude of 2%. For the experiment with a
learning rate of 1e-6 the BLEU score was around
8, for a learning rate of 3e-6 the score was around
9, and for a learning rate 6e-6, the score increased
to 11.

Model Technique BLEU
score
Conventional 11.136
AraT5 ' LoRfA 11.04
Prompting with prompt
Rephrase the following to 8.54
modern standard Arabic
Prom.ptlng with prompt 13.503
source dialect =>target dialect

Table 1: Models and techniques developed during the
experimental phase for subtask 2&3.

4.2 Test-phase results

Table 4 and 5 show the performance of the sub-
mitted model in the test-phase for all subtasks.
For subtask 1, most models had a near perfor-
mance with a 0.1 present error, unlike in the dev-set.
However, top-performing systems in dev-phase are
not the same during the test-phase. For instance,
submission-2 and submission-1 interleaved places.
Although there is a margin difference of 0.02 in the
dev-phase, this changes to 0.001 in the test-phase.

4.3 Error Analysis

Further investigations have been carried out to ana-
lyze the potential limitations of the system. As seen
in Figure 3, our model performs well when predict-
ing most dialects. However, the model confuses

Model Technique | F1-
Score
Prefix- 0.859
tuning
Adapter 0.755
Soft-Prompt | 0.857
MARBERT Prompt- 0.83
tuning
pre-training | 0.828
then
fine-tuning
AraBERT v2 Prompt- 0.857
tuning
CAMeLBERT Prefix- 0.76
tuning
QARIiB Fine-tuning | 0.77
AraELECTRA | Fine-tuning | 0.77

Table 2: Models and techniques developed during the
experimental phase for subtask 1.

between Kuwait and Bahrain, as well as Syrian and
Lebanese dialects. . We believe this is due to the
geographic natures between those dialects, as these
countries are geographically near each other. Thus
it is hard to distinguish between them. For subtask
2&3 one of the major problems was slow conver-
gence of the model in the translation task and fast
overfitting.

5 Conclusion

We presented our attempts for the NADI shared task
in this article. Our solution is an ensemble of many
BERT-based models. These models are created in
a variety of ways, including prefix-based models,
fine-tuned models, and prompt-based models. The
findings reveal that our suggested models perform
well in the three subtasks, taking second place in
subtask 1 and fourth and third places in subtask
2&3. Future work will concentrate on developing
a robust model to improve dialect recognition. Fur-
thermore, to research and identify traits that better
distinguish dialects.
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