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Abstract

Most recent models for Arabic topic classi-
fication leveraged fine-tuning existing pre-
trained transformer models and targeted
a limited number of categories. More re-
cently, advances in automated ML and gen-
erative models introduced novel potentials
for the task. While these approaches work
for English, it is a question of whether
they perform well for low-resourced lan-
guages; Arabic in particular. This paper
presents (i) ArBNTopic; a novel Arabic
dataset with an extended 14-topic class set
covering modern books from social sciences
and humanities along with newspaper arti-
cles, and (ii) a set of topic classifiers built
from it. We fine-tuned an open LLM model
to build ArGTC. We compared its perfor-
mance against the best models built with
Vertex AI (Google), AutoML(H2O), and
AutoTrain(HuggingFace). ArGTC outper-
formed the VertexAi and AutoML models,
and was reasonably similar to the Auto-
Train model.

1 Introduction

Text classification models have been a topic
of interest in the natural language processing
(NLP) research community, due to their im-
portance in performing multiple tasks such as
sentiment analysis (Sohangir et al., 2018; Qian
et al., 2018; Ain et al., 2017), topic classification
(Johnson and Zhang, 2017; Razno, 2019), spam
detection (Trivedi, 2016; Ismail et al., 2022; Fat-
tahi and Mejri, 2021), and fake news detection
(Meesad, 2021; Hamid et al., 2020; Kong et al.,
2020). In earlier stages, text classification pri-
marily relied on traditional machine-learning al-
gorithms like Support Vector Machines (SVM),
Naive Bayes, and Decision Trees. Deep Learn-
ing models have been used to perform numerous
NLP tasks and attained remarkable results (So-
hangir et al., 2018; Lai et al., 2015). Nonethe-

less, these models are built from the ground up,
demanding large datasets and several days of
training.

Recently, transfer learning by fine-tuning a
pre-trained large language model (LLM) helped
solve the problem. An LLM, trained with large
corpora for generic tasks, gains further spe-
cific capacities in the process. This effectively
produced high-performing classification models
across several languages (Adhikari et al., 2019;
Balkus and Yan, 2022b; Bataa and Wu, 2019;
Polignano et al., 2019).

Recently, state-of-the-art models tailored for
Arabic NLP tasks leveraged transfer learning
to perform tasks such as text generation, clas-
sification, translation, sentiment analysis, sum-
marization, title generation, and dialect identi-
fication. AraBERT, one of the most prominent
models (Antoun et al., 2020a), was fine-tuned
from BERT (Devlin et al., 2018) to specifically
serve the Arabic language. More models for
Arabic emerged to perform text generation and
classification (Nagoudi et al., 2021; Khondaker
et al., 2023; Khered et al., 2022), and topic
classification: identifying the topic(s) discussed
in a specific text (Abdul-Mageed et al., 2020;
Chowdhury et al., 2020).

Generative Models: More recently, sev-
eral generative transformer-based models have
been trained on multi-lingual corpora includ-
ing Arabic. We considered two fine-tuned
variants: BLOOMZ and mT0 (Muennighoff
et al., 2022b). Bloomz-7b-mt (Muennighoff
et al., 2022b) is a 7-billion parameter model
pre-trained to respond to instructions (z) in
further languages leveraging the xPmt multi-
lingual (mt) dataset (Muennighoff et al., 2022a)
with significant Arabic content .

AutoML: Meanwhile, several automated
machine learning services emerged such as
Google Vertex Ai (Google-Vertex-AI, 2023),
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H2O AutoML (LeDell and Poirier, 2020), and
Huggingface AutoTrain (Wolf et al., 2020).
Such services perform tasks including data pre-
processing, feature engineering, model selection,
hyperparameter tuning, and model deployment
saving time, effort, and resources. These mod-
els perform typically well in text classification
for high-resource languages.

ArBNTopic & ArGTC: In this paper,
we explore Arabic text classification, with an
extended set of topics, across the generative
and automated machine learning approaches.
For that we built ArBNTopic, a dataset from
specialized books and newspaper articles to
introduce novel topics to Arabic topic classifi-
cation models including topics from sciences,
social sciences, and humanities. This dataset
is openly available on HuggingFace 1

We used ArBNTopic to build ArGTC2 in two
steps. The first step boosted the bloomz-7b-mt
model with additional Arabic content from do-
mains it did not cover before. In the second
step, we fine-tuned the resulting model 3 from
step 1, with a part of ArBNTopic with classes.
We chose the bloomz-7b-mt after a careful re-
view as its predecessors had Arabic capacities
(BLOOM), had instruction (Z) fine-tuning ca-
pacities, and had additional multilingual (mt)
capacities from additional diverse datasets.

ArGTC performs with an accuracy, precision,
and recall of 83, 81, and 81%, respectively. It
shows better results than the best models we
generated with ArBNTopic using Google Vertex
Ai (Google-Vertex-AI, 2023) and H2O AutoML
(LeDell and Poirier, 2020). It also compares
closely to the performance of the best model
generated using AutoTrain from Huggingface
(Wolf et al., 2020). ArGTC is reasonably better
than the models generated using the automated
machine learning services when considering a
cost-effective performance balance.

2 Related Work

The use of transformer-based models is quickly
covering all NLP tasks. It started with BERT-
architecture models (Li et al., 2022). Trans-
former models take advantage of their abilities
to represent contextual relationships between

1https://huggingface.co/datasets/dru-ac/
ArBNTopic

2https://huggingface.co/dru-ac/ArGTC
3https://huggingface.co/dru-ac/FTArBloom

concepts through contextual embeddings. Ara-
bic text categorization research also emerged
recently (Alammary, 2022). Several Arabic
NLP tasks followed after the inception of multi-
lingual BERT. However, studies reported better
results using monolingual models, specifically
for low to mid-resource languages (Wu and
Dredze, 2020). AraBERT, trained on Arabic
Wikipedia and newspaper, was applied to sev-
eral downstream tasks (Antoun et al., 2020b).
The model performed well on multi-class tasks
(zahra El-Alami et al., 2022).

Training on a mixture of Dialect-Arabic
through social media datasets, and modern
standard Arabic (MSA) data, has resulted in
better encoder models, like Qarib (Abdelali
et al., 2021). Text categorization attempts
on iterations of Qarib have proven successful,
through fine-tuning on classified MSA and Di-
alect datasets, with 6 to 12 labeling classes
used (Chowdhury et al., 2020).

Apart from BERT models, considerable
progress has been made using GPT and T5-
based models. For instance, AraT5, a fine-
tuned version of multilingual T5 on the Arabic
Language (Nagoudi et al., 2022), is achieving
close to state-of-the-art performances on a va-
riety of tasks, including categorization (Khon-
daker et al., 2023).

GPT-3.5/4 base models augmented with Ara-
bic data, are also performing exceptionally well
on text and sequence classification(Abdelali
et al., 2023; Balkus and Yan, 2022a). However,
due to OpenAi’s business model, fine-tuned ver-
sions of GPT are only available for use through
the paid API.

Also important to mention that with the
release of the BLOOM family, including the
BLOOMZ model, which is our choice of foun-
dation, BigScience has also deployed multiple
inference heads on top, with specific configu-
rations, for different tasks. This includes se-
quence classification, question answering, and
generation.

3 Fine-tuning Data and Model

We selected the 7-Billion parameter, publicly
available, bloomz-7b-mt (Muennighoff et al.,
2022b) model as our base model. It belongs
to the BLOOMZ and mT0 family resulting
from fine-tuning BLOOM on the multilingual
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xP3mt dataset (Muennighoff et al., 2022a). We
fine-tuned it in two phases: (i) for Arabic text
generation, and then (ii) for Arabic text classi-
fication.

To realize this objective we fine-tuned
bloomz-7b-mt on an additional 58, 682 tokens
taken from books and newspapers datasets writ-
ten in modern standard Arabic. The resultant
model encompasses a comprehensive spectrum
of fourteen distinct subjects that are Religion,
Finance and Economics, Politics, Medical, Cul-
ture, Sports, Science and Technology, Anthro-
pology and Sociology, Art and Literature, Edu-
cation, History, Language and Linguistics, Law,
as well as Philosophy.

The generated model was further fine-tuned
on a bigger and labeled dataset that comprises
833,642 tokens. We call the resulting model
ArGTC. ArGTC is designed to categorize input
text, determining its alignment with one of the
14 predefined topics.

3.1 Data and Preprocessing

We developed ArBNTopic to fine-tune and train
the generative and AutoML-based models. We
used newspaper articles and a set of published
books to build ArBNTopic. The newspaper
articles come from the SANAD dataset (Einea
et al., 2019). SANAD is publicly available and
includes an extensive assortment of Arabic news
articles suitable for various Arabic NLP tasks.
These articles were gathered from three well-
known Arabic news portals: AlKhaleej, AlAra-
biya, and Akhbarona. Each newspaper dataset
is labeled with seven categories: Culture, Fi-
nance, Medical, Politics, Religion, Sports, and
Tech, except for AlArabiya, which lacks the Re-
ligion category. We split the articles down into
the paragraph level with a maximum character
limit of 250 per segment. When a paragraph
contained more than that, we split it into more
than one segment and included all segments.

The dataset of books was acquired in Word
format provided by the Arab Center for Re-
search and Policy Studies. The books spanned
the areas of Religion, Economy, Politics, An-
thropology and Sociology, Art and Literature,
Education, History, Language and Linguistics,
Philosophy, and Law. Table 1 shows the num-
ber of books across each category. We selected
texts from the books to build a balanced dataset
across categories.

Table 1: Number of books by category

Category Number of Books
Religion 8
Economy 28
Language & Linguistics 25
Anthropology & Sociology 101
Art & Literature 7
Education 6
Philosophy 84
Law 6
Politics 174
History 79

Newspaper articles provide concise and short
texts with ideas and sentences that tend to
be more compressed and more straightforward
than texts in books. Texts in books tend to be
quite the opposite; longer texts that feel free to
tackle topics from broader and different angles.
Hence, a book classified in one category can
easily overlap in some of its parts or chapters
with other categories. That is a book in history
can discuss religion, politics, and education. A
book in philosophy can discuss religion and
society. When a sentence from a book is taken
out of its context, it can be categorized into a
topic other than the topic of its book.

At times, sentences from books may become
too general to be categorized with any topic at
all if read out of context. We resolved these is-
sues by confining our data to selecting the first
sentence(s) after each title, subtitle, and head-
ing in each of the books. The first sentences
after the titles tend to contain the thesis state-
ments and topic sentences which introduces and
summarizes the discussions in next paragraphs
to follow.

We still had to solve the disparity in the
number of books under each category. The
first sentence after a title rule yielded a wide
variation gap in the number of documents for
each category. For example, while around 200
sentences were labeled religion, more than 4000
were labeled politics. To overcome this issue,
for the categories that had less than 10 books
(religion, law, art and literature, education),
we extracted the first sentences of each long
paragraph.

We unified the labels for categories from
newspapers and books as shown in Table 2
to obtain the aggregated list of categories. All
the data extracted from books is openly avail-
able on Hugginface. The sample mixed dataset
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(books and newspapers) used to complete the
finetuning is available as available as well.

Table 2: Categories mapping

Newspapers Books Final
Religion Religion Religion
Finance Economy Finance-and-

Economy
Politics Politics Politics
Medical Medical
Culture Culture
Sports Sports
Tech Science-and-

Technology
Anthropology
& Sociology

Anthropology-
and-Sociology

Education Education
Philosophy Philosophy
Language and
Linguistics

Language-and-
Linguistics

History History
Law Law

3.2 Compute Setup

We fine-tuned both models on one A100-80
GiB GPU that we rented from a provider on
the cloud. The GPU had 80 GiB VRAM, 125
GiB RAM, 14 vCPUs, 256 GiB of persistent
volume disk storage, and 256 GiB of container
non-persistent disk storage. Compute power
and storage costs of this configuration amount
to $1.86/hour. The model can be loaded for
inference on a system with a GPU of 32 GiB
VRAM at a cost of $0.3 per hour.

We loaded and fine-tuned the 7-Billion pa-
rameter model with limited virtual memory
due with the help of gradient checkpointing 4

5. This comes at the expense of slowing down
the fine-tuning process.

As for software specifications, we used a
standard deep-learning container image, with
Python-3.10, PyTorch-2.0.1, Cuda-11.8.0, and
Transformers-4.32.1.

4 Results

Following the fine-tuning and upon testing the
ArGTC on ArBNTopic labeled with the 14 cat-
egories, it scored 83% accuracy, 81% precision,
and recall (Table 3). In addition, we trained 3
more classification models using automated ML

4https://huggingface.co/docs/transformers/v4.
18.0/en/performance#gradient-checkpointing

5https://medium.com/tensorflow/
fitting-larger-networks-into-memory-583e3c758ff9

services from Google Vertex Ai, Hugginface Au-
toTrain, and H2O AutoML. In fact, Multiple
H2O models were trained using embeddings as
features from different language models trained
on Arabic data, namely, AraBERT (Antoun
et al., 2020b), and AraGPT2 (Antoun et al.,
2021). Using AraGPT2, embeddings yielded a
model with higher scores, 76% accuracy and
precision, and 74% recall, then the models were
trained using AraBERT embeddings, which
scored 67% for accuracy, precision, and recall.

While the best H2O model scored lower than
ArGTC on all three measurements, the model
produced using AutoTrain scored 84% for ac-
curacy, precision, and recall. In addition, the
fourth classification model we trained using
Google Vertex AI scored 77% precision, 76% re-
call, and 76% accuracy. Hence, the AutoTrain
model scored the highest on all measurements,
accuracy, precision, and recall, followed closely
by ArGTC, then the H2O model followed by
the model obtained through Google Vertex AI
training.

It is worth noting that while H2O is charge-
free, AutoTrain is free only for datasets up to
3,000 samples. For which contained 19,784 sam-
ples, extra charges amount to $46. On the other
hand, using Vertex Ai with the same dataset
costs $22. Fine-tuning time for ArGTC was
4-5 hours, which amounts to a cost of around
$9.3. Consequently, the ArGTC model opti-
mally balances performance against costs.

Table 3: Results of training ArGClass, Google Ver-
tex Ai (Vertex), HuggingFace AutoTrain (HF), H2O
AutoML (H2O)

ArGTC Vertex H2O HF
Accuracy % 83 76 76 84
Precision % 81 77 76 84
Recall % 81 76 74 84

5 Conclusion

This paper introduced ArGTC, an Arabic text
classification model with 14 categories. Utiliz-
ing transfer learning techniques, the model was
fine-tuned in two stages from bloomz-7b-mt,
achieving 83% accuracy, 81% precision, and
recall and surpassing the best models trained
using VertexAi and AutoML. It performed com-
parably to the best model we trained with Au-
toTrain with a small margin.
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Limitations

ArGTC performance is bound to the quality of
ArBNTopic and the foundation models. ArB-
NTopic contains a specific collection of books.
We also confined the models to a fixed list of
predefined topics based on the specialties of
the books and newspaper articles. To capture
topics beyond this predefined set, alternative
unsupervised topic modeling techniques would
be necessary.

Ethics Statement

The data was collected and used with the ap-
propriate approvals of the intellectual property
owners. All results are reported following best
academic standards and practices.
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