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Abstract

Understanding Arabic text and generating
human-like responses is a challenging endeavor.
While many researchers have proposed models
and solutions for individual problems, there is
an acute shortage of a comprehensive Arabic
natural language generation toolkit that is capa-
ble of handling a wide range of tasks. In this
work, we present a novel Arabic text-to-text
Transformer model, namely AraT5v2. Our new
model is methodically trained on extensive and
diverse data, utilizing an extended sequence
length of 2, 048 tokens. We explore various
pretraining strategies including unsupervised,
supervised, and joint pertaining, under both sin-
gle and multitask settings. Our models outper-
form competitive baselines with large margins.
We take our work one step further by develop-
ing and publicly releasing OCTOPUS, a Python-
based package and command-line toolkit tai-
lored for eight Arabic generation tasks all ex-
ploiting a single model. We release the models
and the toolkit on our public repository.1

1 Introduction

Natural Language Generation (NLG) is a funda-
mental component of natural language processing
that aims to generate human-like, coherent, contex-
tually fitting, and linguistically precise text from
structured data or various other input formats. NLG
systems find applications in various aspects of daily
life, including education, healthcare, business, and
more. The recent emergence of generative models
has significantly impacted the field of NLG. While
important progress has been made in NLG research,
the majority of existing tools, systems, and mod-
els are primarily focused on English (Jhaveri et al.,
2019; Khan et al., 2021; Lauriola et al., 2022), leav-
ing behind many languages, including Arabic.

1https://github.com/UBC-NLP/octopus
⋆Equal contributions

Figure 1: OCTOPUS is a jointly pretrained to cover eight
NLG tasks, all shown in the illustration.

Although it is one of the most widely spoken
languages in the world, and one with a rich linguis-
tic structure and diverse dialects, Arabic remains
underrepresented in NLG. One reason is the com-
plex morphology and syntax of Arabic. Hence, the
primary focus of our research here is to develop
an advanced tool capable of performing several
key Arabic NLG tasks. For example, we target
tasks such as text summarization, question answer-
ing, question generation, news headline generation,
and paraphrasing. These are tasks that necessitate
a deep understanding of semantics, syntax, and
pragmatics of Arabic. We also focus on tasks that
require an understanding of both the syntax and
morphology such as diacritization, transliteration,
and grammatical error correction. Our main con-
tributions are as follows:

1. We pretrain better and faster-to-converge ver-
sions of the text-to-text transformer model
AraT5, collectively dubbed AraT5v2. Com-
pared to Nagoudi et al. (2022b), we train these
new versions on a larger and more diverse
dataset, as well as a larger sequence length.

2. To develop our models, we investigate diverse
training strategies that integrate a combina-
tion of supervised and unsupervised training
techniques.
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3. We introduce OCTOPUS, a Python-based
toolkit for eight Arabic NLG tasks. Our tool
can be used as a strong baseline or as a core
enabling technology that facilitates other de-
velopments.

4. We will make OCTOPUS publicly available
to the research community.

2 Related Work
In the following section, we offer a concise
overview of publicly available Arabic NLU and
NLG tools, along with the Arabic and multilingual
sequence-to-sequence (S2S) language models that
we employ in this work.

2.1 Arabic NLP Tools
NLU tools. Numerous attempts have been
made to develop tools for assisting with Ara-
bic. Some tools focus on aspects such as mor-
phosyntax, encompassing tasks like morphologi-
cal analysis, disambiguation, part-of-speech tag-
ging, and diacritization. Notable examples in-
clude Stanford CoreNLP (Manning et al., 2014),
MADAMIRA (Pasha et al., 2014), Farasa (Darwish
and Mubarak, 2016), and CAMeL tools (Obeid
et al., 2020). Other tools, such as Mazajek (Farha
and Magdy, 2019), and AraNet (Abdul-Mageed
et al., 2019), are dedicated to social meaning tasks
such as sentiment analysis, emotion detection, age
and gender prediction, and sarcasm detection.
NLG Tools. Regarding Arabic NLG, as far as we
know, the only publicly available tools are primar-
ily focused on many-to-Arabic machine translation
(MT). These include OPEN-MT (Tiedemann and
Thottingal, 2020), NLLB (Costa-jussà et al., 2022),
and Turjuman (Nagoudi et al., 2022d).

2.2 Arabic S2S Language Model.
Here, we overview the Arabic sequence-to-
sequence models we employ as baseline in this
work.
mT5. This is the multilingual version of T5
model (Raffel et al., 2019) introduced by Xue et al.
(2020). Pretraining of mT5 is performed on the ex-
tensive mC4 (Multilingual Colossal Clean Crawled
Corpus) which covers 101 languages, including
Arabic.
mT0. Developed by Muennighoff et al. (2022), this
is a group of S2S models ranging from 300M to
13B parameters trained to investigate cross-lingual
generalization through multitask fine-tuning. The
models are finetuned from pre-existing mT5 (Xue

et al., 2020) multilingual language models using a
cross-lingual task mixture called xP3.
AraBART. Introduced by (Eddine et al., 2022),
this is a pretrained encoder-decoder model de-
signed specifically for abstractive summarization
tasks in the Arabic language. AraBART follows
the architecture of BART (Lewis et al., 2019a) and
has been pretrained on a 73GB of Arabic text data.
AraT5. Presented by Nagoudi et al. (2022c), this is
an Arabic text-to-text Transformer model dedicated
to MSA and Arabic dialects. It is similar in config-
uration and size to T5 (Raffel et al., 2019) and is
trained on 248GB of Arabic text (70GB MSA and
178GB tweets). We now introduce our new model.

3 AraT5v2

In this section, we present a novel version of AraT5,
the Arabic-specific sequence-to-sequence model.
We refer to this novel version as AraT5v2. This
new version represents a substantial evolution of
the original AraT5v1 model,2 marked by notable
improvements. These include (1) training on an
expanded dataset comprising both labeled and un-
labeled data, (2) larger sequence length of 2, 048
tokens, and (3) diverse training strategies that in-
tegrate a combination of unsupervised and super-
vised training techniques. Table 1 provides a com-
parison between AraT5v1 and AraT5v2.
Pretraining data. As we mentioned previously,
our pretraining (unlabeled and labeled) dataset is
linguistically diverse, covering all categories of
Arabic (i.e., CA, DA, and MSA). as we will now
describe.

3.1 Unlabled Data
We collect approximately 250GB of Arabic
MSA text, which corresponds to around 25.6B
tokens.3 We use different sources includ-
ing AraNewsv2 (Nagoudi et al., 2020), El-
Khair (El-Khair, 2016), Gigaword,4 OSIAN (Ze-
roual et al., 2019), Wikipedia Arabic, Hindawi
Books,5 OSCAREgyptian (Suárez et al., 2019), and
AraC4 (Nagoudi et al., 2022a).6 To obtain Classi-
cal Arabic (CA) data, we utilize the Open Islami-
cate Texts Initiative (OpenITI) corpus (v1.6) (Nigst
et al., 2020). The OpenITI corpus consists of 11K

2In this paper, we refer to the original AraT5 (Nagoudi
et al., 2022b) as AraT5v1.

3We note that AraT5v1 trained only on 70GB MSA data.
4https://catalog.ldc.upenn.edu/LDC2009T30.
5https://www.hindawi.org/books.
6We note that AraC4 contains a diverse Arabic dialect as

described in (Nagoudi et al., 2022a).
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AraT5v1 AraT5v1-MSA AraT5v1-TWT AraT5v2

Data size 248 GB 70 GB 178 GB 250 GB
Tokens count 29 B 7.1 B 21.9 B 25.6 B
Linguistic diversity MSA, Tweets† MSA Tweets† CA, DA, MSA
Sequence length 512 512 512 2, 048

Table 1: Comparison between AraT5v1 and AraT5v2 models. It is worth noting that our new model (AraT5v2) does
not include tweets, whereas 71.77% of AraT5v1 data is from Twitter (with the remaining 28.23% sourced from
other sources). CA: Classical Arabic. DA: Dialectical Arabic. MSA: Modern Standard Arabic. Notably, Tweets†

may encompass content in CA, DA, and MSA.

Islamic books, primarily collected from sources
such as Shamela Library,7 Al-Jami Al-Kabir col-
lection (JK),8 books digitized by the Jordanian pub-
lisher Markaz Al-Turāth, and the Shia Library.9

3.2 Labeled Data
Recently, Nagoudi et al. (2023) introduced Dol-
phin, an NLG benchmark for Arabic. Dolphin cov-
ers MSA, Classical Arabic, and various Arabic di-
alects. It is composed of 40 datasets, making it the
largest and most diverse Arabic NLG benchmark.
Due to the availability of the powerful Arabic ma-
chine translation toolkit, TURJUMAN (Nagoudi
et al., 2022d), we shift our focus away from ma-
chine translation, code-switching, and Arabization
tasks in this paper. Hence, we utilize datasets from
eight out of the total thirteen NLG tasks in Dolphin.
In the following sections, we will provide a brief
description of each of these tasks.
(1) Diacritization. Is the computational procedure
of adding missing diacritics or vowels to Arabic
texts. For this task, we use the Arabic diacritization
dataset presented by Fadel et al. (2019).
(2) Grammatical Error Correction. The GEC
task is centered around the analysis of written text
with the aim of automatically identifying and cor-
recting a range of grammatical errors. We use three
GEC datasets: QALB 2014 (Mohit et al., 2014),
QALB 2015 (Rozovskaya et al., 2015), and ZAE-
BUC (Habash and Palfreyman, 2022).
(3) News Title Generation. The objective of this
task is to generate a suitable headline for a given
news article. To accomplish this, we use two
datasets: Arabic NTG (Nagoudi et al., 2022c) and
XLSum (Hasan et al., 2021).10

7https://shamela.ws.
8http://kitab-project.org/docs/openITI.
9https://shiaonlinelibrary.com.

10We note that XLSum (Hasan et al., 2021) contains news
articles that are annotated with both summaries and titles. For
the NTG task, we use the pairs of articles and titles used to
create the training data.

(4) Paraphrasing. In this task, we use four para-
phrasing datasets: AraPara, a multi-domain Arabic
paraphrase dataset (Nagoudi et al., 2022c), ASEP,
an Arabic SemEval paraphrasing dataset (Cer
et al., 2017), Arabic paraphrasing benchmark
(APB) (Alian et al., 2019), and TaPaCo (Scherrer,
2020).11

(5) Question Answering. In this task, four pub-
licly available extractive QA datasets are employed:
ARCD (Mozannar et al., 2019) and the Arabic
part of the following three multilingual datasets:
MLQA (Lewis et al., 2019b), XQuAD (Artetxe
et al., 2020), and TyDiQA (Artetxe et al., 2020).
(6) Question Generation. The goal of this task
is to create simple questions that are pertinent to
passages, along with their corresponding answers.
For this, we utilize triplets consisting of passages,
answers, and questions, all extracted from the same
QA datasets.
(7) Text Summarisation. This task includes five
publicly available datasets, including both Arabic
and multilingual data: MassiveSum (Varab and
Schluter, 2021), XLSum Hasan et al. (2021), Cross-
Sum (Bhattacharjee et al., 2021), ANT (Chouigui
et al., 2021), and MarSum (Gaanoun et al., 2022).
(8) Transliteration. This task involves converting
words or text from one writing system to another
while maintaining the original language’s pronun-
ciation and sound. Three datasets are used to cre-
ate this component: ANETA (Ameur et al., 2019),
ATAR (Talafha et al., 2021), and NETranslitera-
tion (Merhav and Ash, 2018).

4 Training Strategies

In this section, we describe the different strategies
we use to pretrain and finetune AraT5v2.

4.1 Unsupervised Pretraining.
Here, we focus on using only our unlabeled data
(see Section 3.1) for pretraining our AraT5v2.

11We use the Arabic part only of TaPaCo.
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The objective function does not rely on labels
but instead imparts the model with transferable
knowledge that can be effectively applied to var-
ious downstream tasks. We follow Raffel et al.
(2019) in using a masked language modeling “span-
corruption” objective. This approach involves re-
placing consecutive spans of input tokens with a
mask token, and the model is trained to reconstruct
the masked tokens.

4.2 Supervised Finetuning
We use the labeled data (see Section 3.2) to finetune
the AraT5v2 models under two settings: (i) single
task and (ii) multitask finetuning.
Single task finetuning. We individually finetune
our AraT5v2 models on each of the eight NLG
tasks we select from the Dolphin NLG bench-
mark (Nagoudi et al., 2023).
Multitask finetuning. We additionally explore
multitask learning (Caruana, 1997; Ruder, 2017)
using our AraT5v2 models. This strategy involves
training the model on several tasks concurrently,
allowing the model and its parameters to be shared
across all tasks. The ultimate goal is to enhance
performance on each individual task over time. To
indicate the intended task for the model, we incor-
porate a task-specific text “prefix” to the original
input sequence before it is fed into the model. For
example, for the paraphrase task, the source will be:
paraphrase: ÑjÊË@ úÍ@
 ÉK. @ñ�JË @

	­J
 	��� �è


@QÓ@. The model

should predict Q�®J. Ë @ ÑmÌ úÍ@
 �HA 	KñºÖÏ @ 	­J
 	��� �è


@QÓ@
.

4.3 Joint Pretraining and Finetuning
In this scenario, we establish a uniform training
objective for both pretraining and finetuning. The
model is trained using a maximum likelihood ob-
jective, employing “teacher forcing" (Raffel et al.,
2019; Williams and Zipser, 1989), regardless of the
specific task.

5 Empirical Evaluation
5.1 Baselines
We evaluate our models across various scenar-
ios, contrasting them with both multilingual and
Arabic sequence-to-sequence pretrained language
models. Specifically, we make use of mT5 (Xue
et al., 2020) and mT0 (Muennighoff et al., 2022)
as multilingual pretrained models; while com-
paring to AraBART (Eddine et al., 2022) and
AraT5v1 (Nagoudi et al., 2022b) as Arabic models.
We evaluate our AraT5v2 models (under different
settings) and the selected baseline models on all

eight NLG tasks (i.e., labeled data) described in
Section 3.2.

5.2 Experimental Setup
For our experiments, we have two settings: one for
the pretrained models and another for models we
finetuning. We now describe each of these settings.

5.2.1 Pretrained Models
To pretrain our AraT5v2 model from scratch, we
use the unsupervised pertaining strategy described
in Section 4.1. We pretrain for one million steps on
a Google TPU POD v3-128.12 We employ a con-
stant learning rate of 1e-3 and a dropout rate of 0.1.
We use a batch size of 1, 024 with sequence length
2, 048. We further pretrain AraT5v2 incorporating
both unsupervised and supervised data (i.e., joint
strategy; see Section 4.3), with the same hyperpa-
rameters for an additional 200K steps. We refer to
the resulting model as AraT5v2-joint.

5.2.2 Single Task Finetuning
We finetune both AraT5v2 and AraT5v2-joint, as
well as baseline models, on the eight NLG tasks
(20 datasets) for 20 epochs. We use a learning
rate of 5e-5, a batch size of 8, and a maximum
sequence length of 512.13 In all single task experi-
ments, we consistently select the best checkpoint
for each model based on performance on the re-
spective development set. Subsequently, we report
performance of each model on the respective test
set.

5.2.3 Multitask Finetuning
We extend the pretraining of AraT5v2 and AraT5v2-
joint with labeled data by an additional 100K steps
for each model, all within the multitask finetuning
setting. These experiments are conducted using a
Google TPU POD v3-128 with the same hyper-
parameters as the initial pretraining.14 For model
comparisons in the single task setting, we calcu-
late the average of three runs of finetuned Arabic
and multilingual models on the test sets of each
task. However, for the joint and multitask models,
we incorporate labeled data during the subsequent
pretraining phase, employing a fixed number of
steps—200K for the joint model and 100K for the
multitask model. As a result, we conduct a single
evaluation run for these models due to the high
computation costs.

12https://sites.research.google/trc/about/
13For GEC, we use a maximum sequence length of 1, 024.
14AraT5v2-mTask trains for a total of 1.1M steps, whereas

AraT5v2-joint-mTask undergoes training for 1.3M steps.
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Task Test Set Metric Baselines AraT5v2 AraT5v2-Joint

mT0 mT5 AraBART AraT5v1
† sTask mTask⋆ Joint⋆ sTask mTask⋆

DIAC ADT ↓ CER 1.58±0.13 1.64±0.11 23.43±1.51 2.58±0.19 1.30±0.20 1.97 2.20 1.90±0.24 1.74

GEC
QALB 2014

F0.5 (M2)
65.86±0.67 66.45±0.22 68.67±0.08 64.92±0.23 70.52±0.15 62.36 62.36 70.73±0.27 64.36

QALB 2015 L1 66.90±0.92 66.68±0.08 69.31±1.55 64.22±0.82 70.8±0.12 62.46 62.46 71.17±0.16 64.93

ZAEBUC 47.33±3.34 46.90±0.87 82.08±7.54 75.78±2.43 85.52±0.69 37.89 42.25 84.87±0.58 78.30

PARA
TAPACO

Belu
15.43±0.64 14.89±0.28 17.90±1.06 15.90±0.06 16.82±0.41 11.73 10.39 18.14±0.84 11.68

APB 38.36±0.14 24.29±13.98 37.66±1.01 20.34±1.82 35.04±0.89 19.57 16.92 36.89±0.44 16.93

SemEval 20.49±0.13 20.23±0.03 24.52±0.62 19.33±0.08 25.52±0.58 72.53 68.57 27.02±0.53 72.72

QA

ARCDQA F1 53.24±0.24 51.63±1.01 50.26±0.99 58.12±0.16 61.72±0.89 55.43 53.84 62.49±0.69 54.81

TyDiQAQA 76.31±0.09 74.99±0.23 73.32±1.21 39.55±1.96 82.99±0.47 72.37 71.72 84.21±0.47 72.44

XSQUADQA 54.55±0.76 47.43±0.91 47.33±0.87 48.71±0.5 57.79±1.08 63.73 63.39 59.42±0.72 64.89

LMQAQA 49.17±0.34 45.13±0.35 47.24±0.13 51.95±0.09 54.48±0.12 47.50 46.63 55.02±0.26 48.70

QG

ARCDQG

Belu

17.73±0.99 17.62±2.1 22.79±0.66 16.8±1.32 24.13±0.20 19.86 19.23 22.48±1.30 21.54

TyDiQAQG 30.22±0.91 31.0±0.97 33.64±0.13 22.09±1.85 33.50±0.75 25.37 24.50 34.05±0.34 26.18

XSQUADQG 10.04±0.01 9.96±0.03 10.27±0.31 9.21±0.09 10.98±6.91 6.65 1.94 11.50±0.41 7.30

MLQAQG 6.04±0.08 6.00±0.38 7.02±0.09 6.12±0.42 7.56±0.27 3.96 3.25 7.28±0.11 3.66

SUM

XLSum

RougeL

21.46±0.54 20.64±0.31 26.64±0.04 22.71±1.36 27.15±0.09 63.59 52.25 28.12±0.12 65.66

CrossSum 21.00±0.38 20.29±0.01 25.89±0.09 22.14±1.53 26.57±0.06 59.45 50.82 27.56±0.06 61.31

MarSum 23.00±0.17 22.57±0.21 26.49±0.03 21.71±0.39 26.64±0.06 20.49 19.04 26.81±0.06 20.78

MassiveSum 25.57±0.11 22.88±0.12 30.0±0.11 15.89±0.4 23.00±0.00 27.22 25.75 27.69±0.07 26.97
ANTCorp 90.29±0.11 88.84±0.91 90.0±0.20 86.64±0.22 90.94±0.14 87.39 86.92 90.85±0.12 88.22

TG
Arabic NTG

Bleu
19.03±0.34 19.23±0.01 22.75±0.09 19.55±0.16 22.13±0.08 22.54 21.33 22.37±0.06 22.94

XLSum 6.50±0.17 6.51±0.11 8.98±0.18 7.44±0.11 9.59±0.17 6.21 5.91 9.82±0.14 6.11

TR
ANTAEC ↓ CER 19.21±0.48 18.93±0.30 18.29±0.29 20.74±0.17 18.06±0.21 31.50 33.00 19.25±0.06 31.66

ATAR ↓ CER 16.79±0.15 16.68±0.22 17.70±0.05 36.51±1.53 14.96±0.05 33.63 35.90 14.70±0.05 33.19

NETTrans Belu 55.70±0.18 55.02±0.47 54.15±0.75 51.89±0.64 58.33±0.70 43.69 42.65 57.81±0.66 43.18

H-Score ↑ 37.01 35.42 39.86 34.59 41.90 41.41 38.73 42.56 42.89

L-Score ↓ 12.53 12.42 19.81 19.94 11.44 22.37 23.70 11.95 22.20

Table 2: Average of three runs of finetuned Arabic and multilingual models on OCTOPUS test. L-Score: refers to the
macro-average scores of tasks where a lower score ↓ is better. H-Score: refers to the macro-average scores of tasks
where a higher score ↑ is better. OCTOPUS task clusters taxonomy: (DIAC, Diacritization), (GEC, Grammatical Error
Correction), (PARA, Paraphrase), (QA, Question Answering), (QG, Question Generation), (SUM, Summarization),
(TG, News Title Generation), and (TR, Transliteration). †We refer to vanilla AraT5 (Nagoudi et al., 2022b) as
AraT5v1. ⋆For the joint and multitask models, we utilize the labeled data during the further pretraining phase.
Consequently, we employ it only once, as opposed to the regular single fine-tuning, which involves three runs.
Bold and green: best score in the individual task. Bold and orange: best average scores over all tasks.

5.3 Evaluation Metrics

We present the results of our models and the base-
line models independently on each task of evalu-
ated datasets, using the relevant metric. We em-
ploy Bleu score as an evaluation metric for para-
phrase, question generation, title (i.e. headline
news) generation, and sentence-level translitera-
tion tasks. Additionally, we use RougeL, F1, and
F0.5 (M2) as evaluation metrics for summarization,
question answering, and grammatical error correc-
tion, respectively. For diacritization and word-level
transliteration datasets, we utilize the character er-
ror rate (CER) metric. We split the evaluation scores
into “L-Score” where lower ↓ is better (e.g., CER)
and “H-Score” where higher ↑ is better, i.e., Bleu,
F1, F0.5, and RougeL.

5.4 Results

Table 2 shows that our proposed models, across dif-
ferent settings, outperform the baseline models in
∼ 90% of the individual test sets (18 out of 20). No-
tably, AraT5v2 significantly outperforms the vanilla
AraT5v1 (Nagoudi et al., 2022b) by 7.3 and 8.58
points in terms of the macro-average scores for
tasks where higher (↑) and lower (↓) score is better,
respectively. Furthermore, AraT5v2 markedly out-
paces the second-ranked baseline model, AraBART,
by an average of 2.04 (↑) and 8.45 (↓) in the macro-
average scores.

Additionally, the AraT5v2-joint single-task
model achieves the highest score in 8 out of 20
(∼ 40%) for the individual tasks, followed by the
AraT5v2 models and the AraT5v2-joint multitask
model, each achieving the best score in 4 out of 20
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Table 3: Examples of negative task interference in the diacritization task, both in a single-task and multitask.
Color taxonomy: “blue” refers to the original text, “red” denotes a word-level error, “light red” indicates a partial
diacritization error on one more letter, and “green” signifies correctness. For single task, we use “AraT5v2-sTask”
whereas we use “AraT5v2-joint-mTask” model as the multitask model.

(∼ 20%) tasks. It is also noteworthy that AraBART
and mT0 each obtain the best score in only one
task.

5.5 Discussion

Exploring different pretraining settings allows us
to derive unique insights. Examples of insights that
can be gleaned from Table 2 include:
Addressing open-domain problems. We ob-
serve that sequence-to-sequence models like T5
encounter challenges when tackling open-domain
question-answering tasks. For example, the results
on the MLQA dataset demonstrate notably low per-
formance across all evaluated models.
Handling lengthy sentences. Multitasking proves
effective in addressing challenges when working
with long texts, such as paragraphs or documents.
It significantly excels in tasks involving long se-
quences. For instance, paraphrasing text such as
the SmEval dataset and abstractive summarization
like ARCD and XLSum all include long sequences.
Conversely, it does not lead to significant improve-
ments in short-text paraphrasing, such as those

at the sentence level in datasets like APPB and
TAPACO.
Negative task inference. Notably, multitask train-
ing in our experiments has a negative impact on
character-level tasks. For instance, we randomly se-
lect two examples from an Arabic poetry website15,
remove diacritics from the input text, and require
both the AraT5v2-joint multitask and AraT5v2 sin-
gle task models to diacritize these examples. As
shown in Table 3, the multitask model alters the
words themselves, while the single task model pre-
serves the input words (i.e., it focuses solely on
adding diacritization to the character sequences).

5.6 Performance Comparison
One of our primary objectives in developing a
new version of AraT5 is to improve the time re-
quired for the finetuning process (i.e., convergence
time). Therefore, we conduct a comparison be-
tween AraT5v1 and AraT5v2, as well as the base-
lines models in this respect. This allows us to
analyze their computational efficiency and gain

15https://poetry.dctabudhabi.ae/
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Table 4: OCTOPUS output examples based on a randomly picked article from a news website. We prompt
OCTOPUS to generate five potential titles, answers based on the questions, and questions for the provided answer.

insights into their convergence behavior. To quan-
tify this, we measure the required average time for
convergence (in hours) and the average number of
epochs needed to achieve convergence based on
model results on development datasets. For a fair
comparison, we finetune all models for a maximum
of 20 epochs across all tasks. Notably, the evalua-
tion results carry on the average of three separate
runs using three different seeds, thereby enhancing
the robustness and reliability of our comparison.

Convergence time. In general, we observe that
AraBART and AraT5v2 need on average 12 and 13
epochs, respectively, till convergence compared to
AraT5v1, which needs an average of 16 epochs to
achieve the best performance. So, we notice that
AraBART requires only 2.9 hours to converge and
achieve the optimal performance, while AraT5v2,
and AraT5v1, need an average of 3.77 and 5.20
hours, respectively, to reach the best score. So,
we observe that AraT5v2 is approximately 35.19%

faster than AraT5v1 in terms of training times.16

6 OCTOPUS Toolkit

6.1 Model Selection

Our objective is to introduce a versatile language
generation toolkit capable of handling a wide range
of tasks, all within a single model. To achieve this
goal, we have explored multiple training strategies,
as described in Section 4. Based on our empirical
evaluations, we observe that finetuned AraT5v2-
joint under the multitask setting outperforms the
other models.17 Therefore, we utilize this model as
the foundation for developing our OCTOPUS toolkit
(illustrated in Figure 1).

16We note that AraBART requires a shorter time to converge
due to the vocabulary size of the model (32K) compared to
(110K) for AraT5-based models.

17As Table 2 shows, AraT5v2-joint-mTask outperforms other
models where a higher score is better and remains highly
competitive in scenarios where a lower score is preferred.
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Table 5: OCTOPUS output examples for grammatical error correction, paraphrasing, and summarization.

6.2 Task Coverage

OCTOPUS is designed for eight machine genera-
tion tasks, encompassing diacritization, grammat-
ical error correction, news headlines generation,
paraphrasing, question answering, question gen-
eration, and transliteration. This comprehensive
package includes a Python library along with as-
sociated command-line scripts. Table 4 illustrates
the output of OCTOPUS, generating five potential
titles, answers derived from questions related to
the content, and questions corresponding to a pro-
vided answer based on a randomly selected article
from a news website. Moreover, Table 5 showcases
examples of OCTOPUS for grammatical error cor-
rection, paraphrasing, and summarization. We now
describe the intricacies of implementation and de-
sign of the OCTOPUS toolkit, along with its various
configurable settings.

6.3 Implementation

We distribute OCTOPUS as a modular toolkit built
using standard libraries including PyTorch (Paszke

et al., 2019) and HuggingFace (Lhoest et al., 2021).
It is implemented in Python and can be easily in-
stalled using the pip package. It is compatible with
Python versions 3.8 and later, Torch version 2.0
and later, and the HuggingFace Transformers li-
brary version 4.30 or higher.18 We offer three usage
options with varieties of arguments: (i) Command-
Line Interface (CLI), (ii) Python integration pack-
age, and (iii) an interactive web interface.
CLI ommands. We offer three command-line in-
terfaces for task selection and output generation as
follows: First, the “octopus_interactive” command
provides an interactive mode that allows users to
actively engage with the system. With this com-
mand, users can efficiently select their desired task
and input text and then apply the chosen task to
generate output. For instance, if a user wants to
diacritize several sentences, they can initiate the
diacritization task and input the sentences one by
one to undergo the diacritization process. Second,

18Installation instructions and documentation can be found
at: https://github.com/UBC-NLP/octopus.
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Argument Description

Basic
- - help [-h] To display the arguments details
- - cache-dir [-c] Specify the path to the cache directory.
- - logging-file [-l] Define the file path for logging.

Task - - prefix [-p]
Task prefix should be one of the following: [’diacritize’, ’correct_grammar’,
’paraphrase’, ’answer_question’, ’generate_question’, ’summarize’,’generate_title’,
’translitrate_ar2en’, ’translitrate_en2ar’ ]

Input & Output

- - text [-t] Provide the input text for generative tasks.
- - input-file [-f ] Specify the path of the input file.
- - max-outputs [-o] Define the number of hypotheses to generate as output.
- - batch-size [-bs] Set the number of input sentences processed in a single iteration.
- - seq-length [-s] Specify the maximum sequence length for the generative text.

Decoding

- - search-method [-m] Choose the decoding method from the options [‘greedy’, ‘beam’, ‘sampling’].
- - nbeam [-nb] If using beam search, specify the beam search size.

- - no-repeat-ngram-size [-ng] Avoid repeating the same n-gram size in the generated text.
- - top-k [-k] Utilize sampling with a top-k strategy.
- - top-p [-p] Implement sampling with a top-p strategy.

Table 6: OCTOPUS command line argument list.

the main command “octopus” offers two options:
users can either directly input the text or specify a
file path, allowing flexibility in applying multiple
tasks to a large amount of data points. Finally, the
task-specific command “octopus-taskname” offers
seven task-specific commands, each corresponding
to one of the supported tasks. For instance, there
are “octopus-diacritize” and “octopus-paraphrase”
commands. These task-specific commands follow
the same usage pattern as the “octopus” command,
but are designed for individual tasks.
Python integration package OCTOPUS is a
Python library that offers numerous functions for
seamless integration with various dataframe archi-
tectures, including Pandas, PySpark, Dask, and
more. It takes as input the function to be integrated
into user code and returns both generative text and
processing logs.
Interactive web interface. We offer a dynamic in-
teractive web interface that allows users to try OC-
TOPUS tasks. Furthermore, to facilitate adoption,
we provide a Google Colab notebook with detailed
instructions on how to use the OCTOPUS tool and
model, and integrate them with user’s code.

6.4 Arguments
Each of the command lines (i.e., octopus-
interactive, octopus, or octopus-taskname supports
or requires several arguments. Furthermore, OC-
TOPUS supports four decoding methods on the de-
coder side: greedy search, beam search (Koehn,
2009), top-k sampling (Fan et al., 2018), and nu-
cleus sampling (Holtzman et al., 2019). We set as
the default setting beam search with a beam size of
5, and a maximum sequence length of 2, 048. Ta-

ble 6 shows detailed descriptions of the arguments
and their usage. This information helps users un-
derstand and utilize the provided arguments effec-
tively.

7 Conclusion
We introduced a suite of powerful Arabic text-to-
text Transformer models trained on large and di-
verse datasets, with an extended sequence length of
up to 2, 048. We also explored various pretraining
strategies, including unsupervised and joint pertain-
ing, using both single and multitask settings. Our
models outperform competitive baselines, demon-
strating their effectiveness. Furthermore, we in-
troduced OCTOPUS, a publicly available Python-
based package and command-line toolkit tailored
for eight Arabic natural language generation tasks.
OCTOPUS is designed to be extensible, and we plan
to expand its capabilities by adding more tasks and
increasing the capacity of our back-end model.

8 Limitations
We identify the following limitations:

• Dialectal Arabic. In this paper, our primary
focus is on MSA tasks. Nevertheless, we are
committed to expanding our scope to cover
tasks in available Arabic dialects in the fu-
ture. Currently, there is a recognized necessity
within the community to facilitate the creation
of datasets tailored to multiple Arabic dialects.
For example, there is currently a deficiency in
dialectal resources for sequence-to-sequence
tasks such as summarization, paraphrasing,
and question-answering. As more resources
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are created for dialects covering these tasks,
we anticipate enhancing the coverage and ca-
pabilities of OCTOPUS exploiting these re-
sources. Fortunately, our toolkit and core
back-end models are extensible and hence
would allow for such a development seam-
lessly.

• Task Coverage. OCTOPUS currently encom-
passes only eight generation tasks. However,
we have plans to expand its capabilities by
including additional tasks. These upcoming
additions can involve, for example, dialgoue
geeration and tasks involving code-switching.
Again, adding more tasks to OCTOPUS will
not be onerous, once respective datasets are
available.

• Intended Use. OCTOPUS is a natural lan-
guage generation toolkit designed to handle
eight different tasks. We have tried the toolkit
under different scenarios and found it to per-
form well. However, before any real-world
usecases, we strongly encourage further and
more extensive evaluations under diverse con-
ditions.

9 Ethical Considerations

Our pretraining datasets are sourced from the pub-
lic domain. Similarly, the labeled datasets used for
model finetuning have been collected from pub-
licly available data, made possible through the
dedicated efforts of numerous researchers over the
years. Consequently, we do not have significant
concerns regarding the retrieval of personal infor-
mation from our trained models. It is essential to
note that the datasets we gather to construct OC-
TOPUS may contain potentially harmful content.
Furthermore, during model evaluation, there is a
possibility of exposure to biases that could lead
to unintended content generation. For release, all
our pretrained models and the toolkit are publicly
available for non-malicious use.
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