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Abstract

The technique of word segmentation and part-
of-speech tagging in ancient Chinese plays a
crucial role in the field of information process-
ing in ancient Chinese. The current state of
ancient Chinese word segmentation and part-
of-speech tagging technology presents pressing
issues that require immediate attention, such
as low accuracy and efficiency. This study
employs a methodology that combines word
segmentation and part-of-speech tagging. It
establishes a correlation between fonts and rad-
icals, trains the Radical2Vector radical vector
representation model, and integrates it with
the SikuRoBERTa word vector representation
model. Finally, it connects the BILSTM-CRF
neural network.The study investigates the com-
bination of word segmentation and part-of-
speech tagging through an experimental ap-
proach using a specific data set. In the eval-
uation dataset, the F1 score for word segmenta-
tion is 95.75%, indicating a high level of accu-
racy. Similarly, the F1 score for part-of-speech
tagging is 91.65%, suggesting a satisfactory
performance in this task. This model enhances
the efficiency and precision of the processing of
ancient books, thereby facilitating the advance-
ment of digitization efforts for ancient books
and ensuring the preservation and advancement
of ancient book heritage.

1 Introduction

The challenge of automatically segmenting words
and assigning part-of-speech tags to ancient Chi-
nese text is a crucial area of study within the dis-
cipline of natural language processing. The pri-
mary objective of this project is to employ com-
puter technology for the precise identification of
word boundaries in ancient Chinese writings, as
well as the exact assignment of appropriate part-
of-speech labels to these words, including nouns,
verbs, conjunctions, and others. By implementing
this procedure, the conventional task of manual
labelling can be efficiently alleviated, leading to

notable enhancements in both labelling efficiency
and accuracy. The progress of this technology not
only facilitates the processing of ancient Chinese
texts, but also exerts a significant influence on inter-
connected disciplines, including literature, history,
philology, and digital humanities.

The maturation of ancient Chinese automatic
word segmentation and part-of-speech tagging tech-
nologies is occurring with the ongoing advance-
ment of computer technology. Nevertheless, the
current utilisation of these methodologies is con-
fronted with two distinct obstacles as a result of the
numerous distinctive characteristics of ancient Chi-
nese. Firstly, it is worth noting that there remains
potential for enhancing the precision of word seg-
mentation and part-of-speech labelling in the con-
text of ancient Chinese. While several technologies
currently available have the capacity to partially
substitute manual labelling, their level of accuracy
falls short of totally replacing manual labelling.
Consequently, a significant amount of proofread-
ing labour is necessary during the later stages. Sec-
ondly, there is a need for additional enhancement
in the effectiveness of word segmentation and part-
of-speech tagging in the context of ancient Chinese.
The prevailing approach involves conducting word
segmentation as the initial step, followed by part-
of-speech tagging. Nevertheless, this sequencing
will result in diminished processing efficiency and
has the potential to propagate errors in word seg-
mentation to the subsequent part-of-speech tagging
phase, so exacerbating the influence of these errors
and subsequently diminishing overall accuracy.

This paper utilizes the Word2 Vec model to incor-
porate the radical information of Chinese charac-
ters. It proceeds to train the Radical2Vector model
and combines it with SikuRoBERTa to form the
Embedding layer. Subsequently, the BILSTM-CRF
neural network is connected to conduct an experi-
ment on the integration of word segmentation and
part-of-speech tagging in ancient Chinese. The
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utilization of ancient Chinese word segmentation
and part-of-speech tagging facilitates the explo-
ration of profound insights within ancient texts,
thereby advancing the digital advancement and uti-
lization of these texts. Furthermore, it contributes
to the preservation and progression of ancient liter-
ary works.

2 Related Work

The co-examination of automatic word segmenta-
tion and part-of-speech tagging in the context of an-
cient Chinese is a common area of research. Huang
(2002) conducted a study on part-of-speech tagging
in ancient Chinese using the hidden Markov model.
They applied this model to analyze "The Analects
of Confucius" and "Tao Te Ching". Although the
study employed a set of 22 part-of-speech tags, it
made significant contributions to the field. In their
study, Fang (2009) developed a text segmentation
program called Yu Segmentation Program. The
researchers focused on ancient books such as "The
Classic of Tea" and employed a model algorithm
that utilized tree pruning to achieve efficient text
segmentation of these classical texts. The F1 score
for word segmentation has been reported to be ap-
proximately 86% by Min Shi (2010). A compara-
tive experiment was conducted to evaluate the per-
formance of the Conditional Random Fields (CRF)
model in the tasks of automatic word segmentation,
part-of-speech tagging, and integration of ancient
Chinese. Both features and integrated processing
contribute to the enhancement of the F1 value. Run-
hua Xu (2012) proposed a method that utilizes
structured annotations to enhance the word seg-
mentation process. In their study, Shuiqing Huang
(2015) employed the CRF model to analyze word
categories, phonetics, and probability features. No-
tably, their analysis yielded a remarkable F1 value
of 97.47%. According to the study conducted by
Xiaoyu Wang (2017), This paper examines the is-
sue of automatic word segmentation in Middle An-
cient Chinese by employing a combination of the
CRF model and a dictionary. It also investigates
the impact of inconsistent word segmentation on
the results of artificial word segmentation in Mid-
dle Ancient Chinese through experimental analy-
sis. Additionally, the paper introduces character
classification as part of the research methodology.
The dictionary information exhibits two notable
features. Firstly, the word segmentation F1 value
achieved a remarkable accuracy rate of over 99%

in the closed test. Secondly, in the open test, the
word segmentation F1 value ranged between 89%
and 95%, further highlighting the effectiveness of
the dictionary information. Ning Cheng (2020)
employed the Word2Vec-BiLSTM-CRF model to
investigate the amalgamation of part-of-speech tag-
ging for sentence segmentation and part-of-speech
analysis in ancient Chinese texts.

Numerous studies have been conducted on the
utilization of vector representations of strokes,
parts, components, and radicals to facilitate Chi-
nese information processing, both in contemporary
and ancient contexts. In their study, Tao (2019)
introduces a new model called Dual-channel Word
Embedding (DWE) that aims to effectively capture
both sequential and spatial information of charac-
ters. The author argues that this model demon-
strates a logical and advantageous approach in rep-
resenting the morphology of Chinese language. In
their study, Zhang (2021) presents a novel model
called the Feature Subsequence based Probability
Representation Model (FSPRM) for the purpose of
acquiring Chinese word embeddings. The model
incorporates both morphological and phonetic fea-
tures, specifically stroke, structure, and pinyin, of
Chinese characters. By designing a feature sub-
sequence, the model captures a wide range of se-
mantic information pertaining to Chinese words.
The efficacy of the proposed method is substanti-
ated through a series of comprehensive experiments
conducted on various tasks including word analogy,
word similarity, text classification, and named en-
tity recognition. The results of these experiments
consistently indicate that the proposed method sur-
passes the performance of the majority of existing
state-of-the-art approaches. In the study conducted
by Shi (2015), a novel deep learning technique
referred to as "radical embedding” is introduced.
The author provides a rationale for this approach
by drawing upon principles derived from Chinese
linguistics. Furthermore, the feasibility and useful-
ness of this technique are assessed through a series
of three experiments. In their study, Yu (2017)
presents a method for simultaneously embedding
Chinese words, characters, and subcharacter com-
ponents at a detailed level. The performance of our
model is shown to be superior through evaluation
on both word similarity and word analogy tasks.
In their study, Han (2018) utilized a shared radical
level embedding approach to address the task of
Simplified and Traditional Chinese Word Segmen-
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tation. Notably, their method does not require any
additional conversion from Traditional to Simpli-
fied Chinese. The integration of radical and charac-
ter embeddings results in a reduction in parameter
count, while facilitating the sharing and transfer of
semantic knowledge between the two levels. This
integration significantly enhances performance. In
their recent publication, Tang (2021) introduces
a pioneering model named Moto, which aims to
enhance embedding through the incorporation of
multiple joint factors. The empirical findings in-
dicate that our Moto model attains state-of-the-art
performance with an F1-score of 0.8316, represent-
ing a 2.11% improvement, when applied to Chinese
news titles. Furthermore, it achieves an accuracy of
96.38 (a 1.24% improvement) on the Fudan Corpus
dataset and 0.9633 (a 3.26% improvement) on the
THUCNews dataset. Among the various research
endeavors, the investigation into the utilization of
radical vectors stands out as the most prominent.
On one hand, this phenomenon can be attributed
to the relatively straightforward acquisition of the
corresponding relationship data between Chinese
characters and their radicals. On the other hand,
the inclusion of radical vectors has been found to
enhance the efficacy of Chinese information pro-
cessing tasks.

It is evident that among the aforementioned stud-
ies, only one specifically addresses the topic of
ancient Chinese classical Chinese, with a specific
focus on automating sentence segmentation tasks.
The absence of vector representations for strokes,
parts, components, and radicals in ancient Chinese
information processing has the potential to enhance
the morphology of ancient books. This article en-
deavors to analyze the impacts of research. This
study exclusively focuses on the radical vector rep-
resentation and application of ancient Chinese char-
acters, primarily due to limited resources.

3 Model Architecture
3.1 Embedding

The embedding layer, also known as the input layer,
is a fundamental component in neural network ar-
chitectures. It is responsible for transforming input
data into enhancing the caliber of vectorized repre-
sentation of historical Chinese text within the cod-
ing layer of the model constitutes a pivotal aspect
in advancing the automated processes of sentence
segmentation and word segmentation in ancient
Chinese. In order to utilize natural language as in-

put for the neural network model, it is necessary to
convert it into a vector representation. The BERT
model, constructed by Transformer’s bidirectional
encoder, is currently one of the most advanced tech-
nologies for language vector representation. There-
fore, this research has opted to utilize the BERT
model. The SikuRoBERTa model serves as the
foundational approach for generating vector repre-
sentations of Chinese characters. SikuRoBERTa is
a vector representation model developed by Wang
Dongbo et al. that is specifically designed for an-
cient Chinese. This model is built upon the BERT
architecture. The training corpus utilized in this
study is the renowned Wenyuange "Siku Quanshu"
collection, which consists of approximately 500
million word instances. The word list encompasses
a total of 21,128 characters.

The exclusive reliance on Chinese character vec-
tors is insufficient in fully capturing the interrela-
tionships among Chinese characters. It is impera-
tive to delve into a comprehensive characterization
of the intrinsic information embedded within Chi-
nese characters. Chinese characters are a form of
semantic and phonetic characters, wherein the radi-
cals, components, and even strokes of these char-
acters possess a certain capacity to convey mean-
ing. Hence, in the domain of character-based se-
quence labeling, the inclusion of semantic informa-
tion from these entities is frequently employed to
enhance the precision of lexical analysis. precision.
Firstly, it is imperative to differentiate between the
four concepts of strokes, parts, component, and rad-
icals of Chinese characters. This article aligns with
the principles outlined in "A General Theory of
Modern Chinese" edited by Jingmin Shao (2017).

(1) The stroke represents the fundamental build-
ing block of regular script glyphs.

(2) The part refers to a unit of character con-
struction in the Chinese writing system. It is com-
prised of strokes, can be utilized autonomously, and
serves the purpose of constructing Chinese charac-
ters. Components can also be considered as units
of word formation that are derived through one or
more segmentations of the complete word.

(3) The component refers to the structural com-
ponent obtained through a single segmentation
of the combined character using the dichotomy
method.

(4) The radical is component or subcomponent
that can combine to create characters in groups.
The characters that share a common component
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are grouped together in the "character set", with
this component being positioned at the forefront as
the leading unit. This arrangement serves as the
foundation for character retrieval.

Using the character "F" as a case study, Table 1
reveals the presence of a shared denotative symbol
"H" in the parts, components, and radicals of "[f".
This symbol serves as a pictograph, also known
as a meaning, for "F#" characters. However, it is
important to note that there is no direct and exclu-
sive correspondence between the pictographs and
radicals found in Chinese characters. In certain
instances, the complete representation of a Chinese
character necessitates the inclusion of all its con-
stituent components or radicals. For instance, the
pictograph for the character "[i]" is denoted by the
combination of "[7" and """, which collectively
convey the meaning of door. This character "f&",
in turn, signifies """

Word building unit  Composition of """
strokes 20— —————————
parts H T
components H 3
radicals H

Table 1: The strokes, parts, components and radicals of
HE#H

This paper establishes a mapping between fonts
and radicals based on a dataset comprising over
70,000 Chinese characters and their correspond-
ing radicals. Subsequently, the ancient Chinese
traditional corpus known as "Siku Quanshu" is con-
verted into radicals using the established mapping
relationship between fonts and radicals. Please
refer to Figure 1. This study utilizes the radical cor-
pus and employs the Word2Vec training methodol-
ogy to train the Radical2Vector model, which rep-
resents radical vectors. The Word2Vec algorithm
is widely recognized as a prominent method for
training word vectors. It effectively maps words or
radicals onto a continuous vector space, enabling
the identification and representation of semantic
and morphological similarities among them. By
utilizing the Radical2Vector model that has under-
gone rigorous training, it is possible to acquire the
vectorized representation of individual radicals.

While the radical vector does contain internal
information pertaining to Chinese characters, its
informational capacity is restricted. Consequently,
it cannot serve as a standalone vector representa-

KRR AW

| | |

KrarXBEMKOF AL

Figure 1: Transformation from traditional Chinese cor-
pus to radical corpus

tion for Chinese characters, necessitating its utiliza-
tion in conjunction with word vectors. There exist
two methods for integrating character vectors and
radical vectors. The first approach involves con-
catenating the radical vectors and character vectors
to form extended vectors, which are subsequently
fed into a Bidirectional Long Short-Term Memory
(BiLSTM) feature extractor. The second method
entails combining the radical vectors and character
vectors without further elaboration. The vectors
are inputted into two distinct BILSTM feature ex-
tractors, with the exception of the hidden size, the
hyperparameters of these two feature extractors re-
main consistent. In conclusion, it is imperative to
meticulously adjust the hyperparameters in order
to achieve the most optimal radical vector represen-
tation model and input methodology.

3.2 Neural Networks

The neural network layer is connected subsequent
to the Embedding layer. The neural network ar-
chitecture comprises two distinct layers, BiLSTM
layer and CRF layer.

The BiLSTM is a type of neural network that
incorporates bidirectional long short-term memory
units. The recurrent neural network under consider-
ation possesses the capability to effectively model
sequential data. The BiLSTM model encompasses
both forward and backward directions, enabling the
simultaneous consideration of contextual informa-
tion. This characteristic renders it highly effective
for tasks involving sequence labeling. By utilizing
BiLSTM, the model is able to acquire a greater
amount of global semantic information.

The CRF model, also known as the conditional
random field, is a statistical model used in machine
learning and pattern recognition. The proposed ap-
proach is a statistical model designed for sequence
labeling tasks, with the capability to optimize the
labeling results on a global scale. Given that the
output of the BiLSTM model is a probability ma-
trix, it can be observed that the outcomes at each
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time step are mutually independent. Consequently,
the impact of the preceding label on the current
label cannot be taken into account. To address this
issue, the current innovation opts for CRF model
and integrates it following BiLSTM model. The
CRF is a graph model that can be used to represent
the joint probability distribution of a label sequence
given an observation sequence. It is commonly em-
ployed to enforce constraints on the labeling results
produced by BiLSTM model, ensuring that the out-
put labels adhere to the rules of a valid sequence.
Furthermore, the CRF can also be utilized to com-
pute the optimal solution of the BiLSTM output
sequence, thereby enhancing the effectiveness of
sequence labeling.

The Embedding layer incorporates both word
vectors and radical vectors, resulting in the for-
mation of two distinct model structures when the
neural network is spliced. These structures are il-
lustrated in Figure 2 and Figure 3. Based on the
analysis of Figure 2 and Figure 3, it is evident
that the two input methods for radical vectors ex-
hibit distinct characteristics. The former approach
involves the concatenation of word vectors and rad-
ical vectors within the embedding layer, requiring
the construction of a set of hidden layers using BiL.-
STM. Conversely, the latter method necessitates
the integration of radical vectors with other com-
ponents. The word vector and radical vector are
separately fed into two distinct BILSTM hidden
layers in order to generate two sets of BiILSTM
feature vectors. These LSTM feature vectors are
subsequently concatenated.

4 Integrated Labeling Strategy

The tasks of Chinese automatic word segmentation
and part-of-speech tagging are typically performed
independently, with the outcome of automatic word
segmentation serving as the foundation for part-of-
speech tagging. Hence, the general approach in
Chinese lexical analysis involves the sequential
implementation of automatic word segmentation
followed by part-of-speech tagging. The concept
of integrated tagging can be attributed to Shuanhu
Bai (1996), who proposed a combined approach
for word segmentation and part-of-speech tagging
to address the issue of ambiguous domains in con-
temporary Chinese automatic word segmentation.
However, Shuanhu Bai did not conduct a compre-
hensive assessment of the practicality of integrated
tagging. Ng (2004) provide a comprehensive anal-

ysis of the viability of integrated tagging in their
scholarly work. The authors conducted a compar-
ative analysis of two strategies for Chinese word
segmentation, namely part-of-speech tagging and
integrated tagging, using the maximum entropy
model. The findings indicate that the integrated
method, which relies on word annotation, demon-
strates superior performance. The initial utilization
of the integrated tagging method in the domain of
ancient Chinese can be attributed to the research
conducted by Min Shi (2010). The CRF model
was employed to carry out experiments on word
segmentation and part-of-speech tagging for Pre-
Qin Chinese. The findings of the study indicated
that the integrated strategy was effective. In com-
parison to the two-step strategy, it demonstrates a
notable enhancement in the efficacy of word seg-
mentation and part-of-speech tagging. Hence, this
study also employs an integrated labeling approach.
To achieve integrated labeling, the output label of
each word is determined by combining the word’s
position and its corresponding part of speech. The
lexical tagging system for word position informa-
tion consists of a set of four lexemes: B for begin,
I for middle, E for end, and S for a single word.
The "Basic Collection of Pre-Qin Chinese Parts of
Speech Tags" prescribes the use of part-of-speech
tags. For instance, the tag "v" is employed to in-
dicate verbs, while the tag "n" is used to indicate
nouns, among others. The hyphen (-) serves as
a connector between the lexeme marker and the
part-of-speech marker. An illustration of this can
be seen in the token B-v, which represents a word
that initiates a verb.

S Experiment

5.1 Dataset

The selection of "Zuo Zhuan" as the experimental
corpus is based on the following rationales: The
"Zuo Zhuan" holds the distinction of being the inau-
gural chronicle history book in our nation’s history,
encompassing a comprehensive narrative. Further-
more, it boasts the highest word count among all
pre-Qin literature publications. The extensive body
of literature, consisting of over 200,000 charac-
ters, is well-suited for conducting automated word
segmentation and part-of-speech tagging experi-
ments on ancient Chinese through the application
of deep learning techniques. Furthermore, the re-
liability of the electronic corpus of "Zuo Zhuan"
utilized in this study is reasonably assured. In ad-
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Figure 2: The first input method of radical vector

dition to addressing punctuation and collation, the
research group also examined the matter of variant
texts in relation to Yang Bojun’s (1990) work titled
"Spring and Autumn Zuozhuan Zhuan". Further-
more, our research team has conducted artificial
segmentation and tagging of the electronic corpus
of "Zuo Zhuan". The aforementioned tagged cor-
pus exhibits a commendable level of quality and
is deemed appropriate for utilization as an exper-
imental corpus. In their respective studies, Min
Shi (2010), Chengming Li (2018), and Ning Cheng
(2020) employed the "Zuo Zhuan" as the corpus
for conducting automated lexical analysis of an-
cient Chinese. In order to facilitate a meaningful
comparison with their experimental findings, it is
imperative for this study to employ the identical
"Zuo Zhuan" annotated corpus during the experi-
mentation process.

Hence, the partitioning of the "Zuo Zhuan"
dataset in this study aligns with the experimen-
tal design of the baseline model. Specifically, the
initial ten volumes of "Zuo Zhuan" serve as the
training corpus, while the final two volumes are
utilized as the test corpus. Table 2 displays the
precise scale of the experimental set.

Dataset Tokens Types
Training set 194,995 166,141
Test set 33,298 28,131

Table 2: "Zuo Zhuan" training set and test set size

Among the datasets, the ratio of word case oc-
currences in the training set to the test set is approx-
imately 5.86, while the ratio of overall word case
occurrences is approximately 5.91. In general, the
training set is approximately six times larger than
the test set in terms of size ratio.

This study employs the conventional word tag-
ging technique to accomplish the task of automated
lexical analysis. To do so, we must develop a tag
set that is suitable for both word segmentation and
part-of-speech tagging tasks.

5.2 Equipment and Environment

The model employed in this study was constructed
using the PyTorch 1.7.1 framework, with the pro-
gramming language of choice being Python 3.8.
Regarding the system configuration, the central pro-
cessing unit (CPU) employed is the Intel i7-13700F
operating at a clock speed of 2.90GHz. The mem-
ory capacity of the system amounts to 64GB, while
the graphics processing unit (GPU) utilized is the
NVIDIA GeForce RTX 4090. Furthermore, the
memory size associated with the GPU is 24GB.
This particular system configuration has the capa-
bility to guarantee both the efficiency and speed of
model training.

5.3 Hyper-parameters

Radical2Vector can be described as a vector repre-
sentation model that captures the essence of ancient
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Figure 3: The second input method of radical vector

Chinese radicals. This model is constructed by ap-
plying the Word2Vec training method to a radical
corpus sourced from "Siku Quanshu," which con-
tains over 700 million word examples. During the
training process of Word2Vec models, it is common
to encounter the need for adjusting four key hyper-
parameters. These hyperparameters include the
choice of training algorithm, which encompasses
both Continuous Bag of Words (CBOW) and Skip-
Gram methods, as well as the feature vector dimen-
sion, the number of iterations, and the window size.
The CBOW model is a technique that utilizes con-
textual information to predict the current word or
words as part of a training task. On the other hand,
the Skip-Gram model is a method that employs the
current word or words to predict the surrounding
context as part of a training task. The training tasks.
The dimension of the feature vector is a crucial
parameter in the Word2Vec model as it dictates the

size of the vector representation for words or radi-
cals in the continuous space. The term "number of
iterations" pertains to the frequency at which the
corpus is traversed during the training process. In
each iteration, the parameters of the model will be
updated in order to optimize the vector representa-
tion of words or radicals. The term "window size"
pertains to the maximum distance separating the
context and the present word (or words), thereby
determining the extent of the context. This paper
combines various hyperparameter selections as out-
lined in Table 3 and conducts an initial experiment
for parameter tuning.

This study initially selects the initial splicing
technique of word vector and radical vector, and
proceeds to conduct a comparative experiment on
the training algorithm. Initially, the CBOW and
Skip-Gram models underwent training with vector
dimensions of 128, 256, and 512, respectively. This
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Hyperparameters Value
training algorithm  CBOW/Skip-Gram

vector dimension 128/256/512/768
iterations 5/10/15/20/25
window size 3/4/5/6/7/8

Table 3: Hyperparameters for Radical2Vector Model

—#— Word Segmentation »---POS Tagging
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95.00
94.00
93.00
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91.00

3 4 5 6 7 8

‘Window Size

Model name Word segmentation POS tagging
CBOW-128d 95.73 91.54
CBOW-256d 95.56 91.45
CBOW-512d 95.75 91.65
Skip-128d 95.58 91.38
Skip-256d 95.73 91.35
Skip-512d 95.63 91.35

Figure 5: The performance of CBOW-512d at different
iterations when the window size is 5

training does not significantly contribute to word
segmentation; however, it does enhance the effi-

Table 4: F1 value (%) of CBOW and Skip-Gram models
with different radical vector dimensions

training was conducted with iteration number 10
and window size 5. The resulting models were la-
beled as CBOW-128d, CBOW-256d, CBOW-512d,
Skip-128d, Skip-256d, and Skip-512d. Next, em-
ploy the initial radical vector input approach to
carry out a comprehensive experiment involving
word segmentation and part-of-speech tagging on
the "Zuo Zhuan" dataset. The empirical findings
are presented in Table 4.

Figures 4 and 5 display the performance of
CBOW-512d across various iterations with a win-
dow size of 5, as well as the performance of CBOW-
512d across different window sizes with a fixed
number of iterations at 10. These figures aim to
investigate the impact of the number of iterations
and window size on the model’s influence.

—#— Word Segmentation POS Tagging

97.00

96.00 95.64 95.75 95.74 95.62 05.54

95.00
Fi(%)
94.00

93.00

92.00 9153 91.65 91.61 91.49 91.52

91.00

5 10 15 20 25
Epochs

Figure 4: The performance of CBOW-512d at different
iterations when the window size is 5

The chart illustrates that the CBOW-512d model
demonstrates the most favorable outcome. Ad-
ditionally, the Word2Vec method’s radical vector

cacy of part-of-speech tagging. The Skip-Gram
approach is not deemed appropriate for the train-
ing of radical vectors. To ascertain the potential
enhancement of the model’s performance with a
larger radical vector dimension, this study employs
the Continuous Bag-of-Words (CBOW) approach
to train a model with a vector dimension of 768,
referred to as CBOW-768d. In comparison to the
CBOW-512d model, the integrated tagging of this
model exhibits a decrease of 0.1 in the F1 value for
word segmentation and a decrease of 0.17 in the F1
value for part-of-speech tagging.

In general, the selection of the CBOW training
method and the configuration of a vector dimension
of 512 are deemed more suitable. This study made
adjustments to the number of iterations and window
size of CBOW-512d, based on the given rationale.
Based on the findings presented in Figure 4 and
Figure 5, this study ultimately determines that the
optimal number of iterations for CBOW-512d is
10, while the most effective window size is 5. The
model is referred to as Radical2 Vector.

5.4 Vector Composition

The preceding data represents the performance of
Radical2Vector in the initial approach of radical
vector input, wherein the word vector and radi-
cal vector are combined and fed into a series of
BiLSTM hidden layers to produce LSTM feature
vectors. In this particular instance, there is a slight
enhancement observed in the impact of part-of-
speech tagging. This study employs the Radi-
cal2Vector methodology to carry out experiments
pertaining to the second input modality. The ex-
perimental results of the two input methods are
presented in Table ??. The second input method of
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the radical vector, Radical2Vector, exhibits mini-
mal improvement efficacy.

6 Evaluation

In this study, the Radical2Vector model was se-
lected as the representation model for ancient Chi-
nese radicals. The radical vector was combined
with the word vector and fed into the same set of
BiLSTM hidden layers. This approach, referred
to as the first radical vector input method, was
employed. The incorporation of radical vectors
enhances the efficacy of part-of-speech tagging;
however, its impact remains somewhat constrained.
To assess the impact of the model proposed
in this research paper, the evaluation metrics em-
ployed include accuracy rate (P), recall rate (R),
and harmonic mean (F1). The model presented
in this study is then compared to the outcomes
achieved by participating teams in the open test
TestA of the first international ancient chinese word
segmentation and pos tagging bakeoff(Li et al.,
2022). The findings are juxtaposed, as illustrated
in Table 6. The training and test sets utilised in
this study align with the evaluation dataset. Fur-
thermore, the training approach and outcome statis-
tics presented in this article adhere to the criteria
outlined for open evaluation. Consequently, the
model’s computational findings can be compared
to the evaluation results to assess its impact on
word segmentation and part-of-speech tagging.

7 Discussion

Innovation can improve ancient Chinese word seg-
mentation and part-of-speech labeling. Reasons
include these. Ancient Chinese radicals are related
with form and meaning. The word segmentation
and part-of-speech tagging model captures ancient
Chinese character structural similarities better by
integrating radical information. The resemblance
helps the model reliably identify and categorize
ancient Chinese characters, improving word seg-
mentation precision. Radicals also relate to ancient
Chinese character semantics. Radical information
helps the model learn radical semantics and apply
them to part-of-speech labeling. Some radicals as-
sociate with nouns, whereas others with verbs or
adjectives. Semantic information can improve part-
of-speech labeling. Ancient Chinese word segmen-
tation and part-of-speech tagging require knowl-
edge of ancient literature and culture. Radicals are
a vital part of ancient Chinese characters. Innova-

tive information improves the word segmentation
and part-of-speech tagging model’s understanding
of historical manuscripts’ lexicon and expressions,
improving ancient Chinese language processing
computational capabilities.

Lexical analysis is better with integrated tagging.
The integrated labeling technique reduces category
labels during multi-classification tasks like lexical
analysis. This improves lexical analysis. This work
uses the four-lexeme tag set for automatic word
segmentation and 21 part-of-speech tags for tag-
ging. Integrated tagging reduced the training set of
"Zuo Zhuan" to 59 integrated tags. Strategy has 84
category labels. This is because ancient Chinese
auxiliary words (u), quantifiers (q), and concurrent
words (j) were single-character terms. These lin-
guistic elements are only combined with the single-
word marker (S), not with beginning (B), medial
(D), or final (E) markers. The "Zuo Zhuan" dataset
contains terms without three-character words. This
applies to prepositions, adverbs, modal particles,
and onomatopoeia. This method reduces class la-
bels further by adding in-word (I) tagging. Certain
characters vary and limit the part-of-speech scope
of their words on different lexemes. This limits
character consequences. Thus, the integrated tag-
ging technique integrates external knowledge and
automated processing by leveraging the interrelated
and complimentary nature of word segmentation
and part-of-speech information. Thus, this study
labels everything.

8 Conclusion

This study employs deep learning techniques to
extract the radical information of Chinese charac-
ters, thereby achieving the integration of automatic
word segmentation and part-of-speech tagging in
ancient texts. This study utilizes a dataset com-
prising over 70,000 Chinese characters and their
corresponding radicals to establish a correlation be-
tween fonts and radicals. Additionally, it employs
the Radical2Vector model to train a radical vector
representation. An experiment was conducted on
the "Zuo Zhuan" dataset to examine the integra-
tion of word segmentation and part-of-speech tag-
ging, utilizing the SikuRoBERTa-Radical2 Vector-
BiLSTM-CRF model in conjunction with the orig-
inal SikuRoBERTa. The model’s automatic word
segmentation achieved an F1 value of 95.75% on
the test set, while the automatic part-of-speech tag-
ging achieved an F1 value of 91.65%. The present
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Input Method Task P R F1
First Word Segmentation 95.52 9597 95.75
POS Tagging 91.44 91.86 91.65
Word Segmentation 95.38 95.85 95.61
Second .
POS Tagging 91.08 91.53 91.31

Table 5: The integrated labeling effect of Radical2Vector on the two input methods (%)

. Word Segmentation POS Tagging

Evaluation P R Fi P R Fi
FDU 95.81 96.88 96.34 92.05 93.07 92.56
9573 96.84 96.28 91.88 9294 9241
ZNNU 92.78 90.18 91.46 88.97 86.48 87.71
HIT 91.2 9349 9233 8541 87.56 8647
91.09 9341 9224 85.27 87.45 86.35
BLCU 9091 924 91.65 83.55 84.92 84.23
90.56 92.29 91.41 83.13 84.72 83.92

NJUPT 78.14 86.31 82.02 57.35 63.35 602
This article 95.52 9597 9575 9144 91.86 91.65

Table 6: Comparison between the model in this paper and the results of the evaluation teams (%)

study introduces an integrated model that utilizes
radicals for word segmentation and part-of-speech
tagging in ancient Chinese. This model demon-
strates a high level of performance, significantly
enhancing the efficiency and accuracy of tagging
ancient book corpora. Consequently, it facilitates
the digitization process of ancient books and ac-
tively contributes to the advancement of research
in this field. The topic of discussion pertains to the
concepts of inheritance and development.
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