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Abstract

Masked language models (MLM) do not ex-
plicitly define a distribution over language, i.e.,
they are not language models per se. How-
ever, recent work has implicitly treated them as
such for the purposes of generation and scoring.
This paper studies methods for deriving explicit
joint distributions from MLMs, focusing on dis-
tributions over two tokens, which makes it pos-
sible to calculate exact distributional properties.
We find that an approach based on identifying
joints whose conditionals are closest to those
of the MLM works well and outperforms ex-
isting Markov random field-based approaches.
We further find that this derived model’s con-
ditionals can even occasionally outperform the
original MLM’s conditionals.

1 Introduction

Masked language modeling has proven to be an
effective paradigm for representation learning (De-
vlin et al., 2019; Liu et al., 2019; He et al., 2021).
However, unlike regular language models, masked
language models (MLM) do not define an explicit
joint distribution over language. While this is not
a serious limitation from a representation learning
standpoint, having explicit access to joint distribu-
tions would be useful for the purposes of genera-
tion (Ghazvininejad et al., 2019), scoring (Salazar
etal., 2020), and would moreover enable evaluation
of MLMs on standard metrics such as perplexity.
Strictly speaking, MLMs do define a joint distri-
bution over tokens that have been masked out. But
they assume that the masked tokens are condition-
ally independent given the unmasked tokens—an
assumption that clearly does not hold for language.
How might we derive a language model from an
MLM such that it does not make unrealistic inde-
pendence assumptions? One approach is to use the
set of the MLLM’s unary conditionals—the condi-
tionals that result from masking just a single to-
ken in the input—to construct a fully-connected
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Markov random field (MRF) over the input (Wang
and Cho, 2019; Goyal et al., 2022). This resulting
MREF no longer makes any independence assump-
tions. It is unclear, however, if this heuristic ap-
proach actually results in a good language model.!

This paper adopts an alternative approach which
stems from interpreting the unary conditionals of
the MLM as defining a dependency network (Heck-
erman et al., 2000; Yamakoshi et al., 2022).2 De-
pendency networks specify the statistical relation-
ship among variables of interest through the set of
conditional distributions over each variable given
its Markov blanket, which in the MLM case cor-
responds to all the other tokens. If the condition-
als from a dependency network are compatible,
i.e., there exists a joint distribution whose condi-
tionals coincide with those of the dependency net-
work’s, then one can recover said joint using the
Hammersley—Clifford-Besag (HCB; Besag, 1974)
theorem. If the conditionals are incompatible, then
we can adapt approaches from statistics for deriving
near-compatible joint distributions from incompati-
ble conditionals (AG; Arnold and Gokhale, 1998).

While these methods give statistically-principled
approaches to deriving explicit joints from the
MLM’s unary conditionals, they are intractable to
apply to derive distributions over full sequences.
We thus study a focused setting where it is tractable
to compute the joints exactly, viz., the pairwise
language model setting where we use the MLM’s
unary conditionals of two tokens to derive a joint

'MRFs derived this way are still not language models
in the strictest sense (e.g., see Du et al., 2022) because the
probabilities of sentences of a given length sum to 1, and hence
the sum of probabilities of all strings is infinite (analogous
to left-to-right language models trained without an [EOS]
token; Chen and Goodman, 1998). This can be remedied by
incorporating a distribution over sentence lengths.

ZRecent work by Yamakoshi et al. (2022) has taken this
view, focusing on sampling from the dependency network as
a means to implicitly characterize the joint distribution of an
MLM. Here we focus on an explicit characterization of the
joint.
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over these two tokens (conditioned on all the other
tokens). Experiments under this setup reveal that
AG method performs best in terms of perplexity,
with the the HCB and MRF methods performing
similarly. Surprisingly, we also find that the unary
conditionals of the near-compatible AG joint oc-
casionally have lower perplexity than the original
unary conditionals learnt by the MLM, suggesting
that regularizing the conditionals to be compatible
may be beneficial insofar as modeling the distribu-
tion of language.’

2 Joint distributions from MLMs

Let V be a vocabulary, 7" be the text length, and
w € VT be an input sentence or paragraph. We
are particularly interested in the case when a subset
S C[T] £ {1,...,T} of the input w is replaced
with [MASK] tokens; in this case we will use the
notation gy 5(- | wg) to denote the output distri-
bution of the MLLM at position ¢ € .S, where we
mask out the positions in S, i.e., for all kK € .S we
modify w by setting wy = [MASK]. If S = {t},
then we call g, £ Uy gy @ unary conditional.
Our goal is to use these conditionals to construct
joint distributions qg (- | wg) for any S.

Direct MLM construction. The simplest ap-
proach is to simply mask out the tokens over which
we want a joint distribution, and define it to be the
product of the MLM conditionals,

dgs" (ws | wg) = [ [ agyswi [ wg)- ()
i€S

This joint assumes that the entries of wg are con-
ditionally independent given wg. Since one can
show that MLM training is equivalent to learning
the conditional marginals of language (App. A),
this can be seen as approximating conditionals with
a (mean field-like) factorizable distribution.

MRF construction. To address the condi-
tional independence limitation of MLMs, prior
work (Wang and Cho, 2019; Goyal et al., 2022)
has proposed deriving joints by defining an MRF
using the unary conditionals of the MLM. Accord-
ingly, we define

ags (ws | wg) [T aptwe [we), @

tesS
which can be interpreted as a fully connected MRF,
whose log potential is given by the sum of the unary

30ur code and data is available at: https://github.com/
ltorroba/lms-from-mlms.

log probabilities. One can similarly define a variant
of this MRF where the log potential is the sum of
the unary logits. MRFs defined this way have a
single fully connected clique and thus do not make
any conditional independence assumptions. How-
ever, such MRFs can have unary conditionals that
deviate from the MLM’s unary conditionals even
if those are compatible (App. B). This is poten-
tially undesirable since the MLM unary condition-
als could be close to the true unary conditionals,*
which means the MRF construction could be worse
than the original MLM in terms of unary perplexity.

Hammersley-Clifford-Besag construction.
The Hammersley—Clifford—Besag theorem (HCB;
Besag, 1974) provides a way of reconstructing a
joint distribution from its unary conditionals. With-
out loss of generality, assume that S = {1,...,k}
for some £ < 7. Then given a pivot point
w' = (w),...,w}) € V¥, we define
/
qg%B(ws | wg) o< [] qﬂf(wf | W>t’w/<t)
es qt|t(wt | Wi, Wiy)
(wh,. ..
wsi = (Wit1,...,wr). Importantly, unlike the
MREF approach, if the unary conditionals of the
MLM are compatible, then HCB will recover the
true joint, irrespective of the choice of pivot.

)

A

PN , ..
where w_, = ,wi_l), and similarly

Arnold-Gokhale construction. If we assume
that the unary conditionals are not compatible, then
we can frame our goal as finding a near-compatible
joint, i.e., a joint such that its unary conditionals
are close to the unary conditionals of the MLM.
Formally, for any S and fixed inputs wg, we can
define this objective as,

qgs( | wg) =argminy Y J(t,w), (4)
B teS wreplsi-1
where J(t,w') is defined as:

KL(gy 51y 50 | W W) [ 119y 50 | W wg)).
We can solve this optimization problem using
Arnold and Gokhale’s (1998) algorithm (App. C).

2.1 Pairwise language model

In language modeling we are typically interested
in the probability of a sequence p(w). However,
the above methods are intractable to apply to full
sequences (except for the baseline MLM). For ex-
ample, the lack of any independence assumptions

*As noted by https://machinethoughts.wordpress.
com/2019/07/14/a-consistency-theorem-for-bert/
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in the MRF means that the partition function re-
quires full enumeration over V7 sequences.’ We
thus focus our empirical study on the pairwise set-
ting where | S| = 2.5 In this setting, we can calcu-
late qg5(- | wg) with O(V') forward passes of the
MLM for all methods.

3 Evaluation

We compute two sets of metrics that evaluate the
resulting joints in terms of (i) how good they
are as probabilistic models of language and (ii)
how faithful they are to the original MLM con-
ditionals (which are trained to approximate the
true conditionals of language, see App. A). Let
D = {(w®,SM)IN_ be a dataset where w(™)
is an English sentence and S™ = (a(™, b(™) are
the two positions being masked. We define the
following metrics to evaluate a distribution ¢’:

Language model performance. We consider
two performance metrics. The first is the pairwise
perplexity (P-PPL) over two tokens,

w®

N
—12 / (n) . (n)
eXP(anllog Ty g 5 (Pat Wyt | W

We would expect a good joint to obtain lower
pairwise perplexity than the original MLM, which
(wrongly) assumes conditional independence. The
second is unary perplexity (U-PPL),

1 X
e 32 St ol )
n=L1 (i,j)€
{5,513

where for convenience we let S 2 (™), a(™)
as the reverse of the masked positions tuple S,
Note that this metric uses the unary conditionals
derived from the pairwise joint, i.e., g 1j, 5> €Xcept in
the MLM construction case which uses the MLM’s
original unary conditionals.

Faithfulness. We also assess how faithful the
new unary conditionals are to the original unary
conditionals by calculating the average conditional
KL divergence (A-KL) between them,

n (n) (n) (n)
N D(S( ),w/,W§<n)) +D(S7‘ 7w/’W§(7L))

ONV|

n=1lw'€ey

>We also tried estimating the partition through importance
sampling with GPT-2 but found the estimate to be quite poor.

8Concurrent work by Young and You (2023) also explores
the (in)compatibility of MLMs in the |.S| = 2 case.

~~—

where we define D(S,w', wg) £ KL(qa|b7§(~ |
w', wg) || q;‘b’g(- | w',wg)) for S = (a,b). If the
new joint is completely faithful to the MLM, this
number should be zero. The above metric averages
the KL across the entire vocabulary V, but in prac-
tice we may be interested in assessing closeness
only when conditioned on the gold tokens. We
thus compute a variant of the above metric where
we only average over the conditionals for the gold
token (G-KL):

N DS, wyi), wl)+ DS, wii wih)
2N '

n=1

This metric penalizes unfaithfulness in common
contexts more than in uncommon contexts. Note
that if the MLM’s unary conditionals are compat-
ible, then both the HCB and AG approach should
yield the same joint distribution, and their faithful-
ness metrics should be zero.

3.1 Experimental setup

We calculate the above metrics on 1000 examples’
from a natural language inference dataset (SNLI;
Bowman et al., 2015) and a summarization
dataset (XSUM; Narayan et al., 2018). We con-
sider two schemes for selecting the tokens to be
masked for each sentence: masks over two to-
kens chosen uniformly at random (Random pairs),
and also over random contiguous tokens in a sen-
tence (Contiguous pairs). Since inter-token depen-
dencies are more likely to emerge when adjacent
tokens are masked, the contiguous setup magni-
fies the importance of deriving a good pairwise
joint. In addition, we consider both BERT} s and
BERT srge (cased) as the MLLMs from which to ob-
tain the unary conditionals.® For the AG joint, we
run t = 50 steps of Arnold and Gokhale’s (1998)
algorithm (App. C), which was enough for conver-
gence. For the HCB joint, we pick a pivot using
the mode of the pairwise joint of the MLM.’

4 Results

The results are shown in Tab. 1. Comparing the
PPL’s of MRF and MRF_ (i.e., the MRF using log-
its), the former consistently outperforms the latter,

"Each example requires running the MLM over 28 000
times, so it is expensive to evaluate on many more examples.

8Specifically, we use the bert-base-cased and bert-large-
cased implementations from HuggingFace (Wolf et al., 2020).

“We did not find HCB to be too sensitive to the pivot in
preliminary experiments.
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Random pairs

Contiguous pairs

Dataset ~ Scheme U-PPL  P-PPL  A-KL G-KL U-PPL  P-PPL  A-KL G-KL
MLM 11.22 19.01 1.080 0.547 13.78 74.68 4.014 1.876

MRF, 13.39 7144 0433 0.267 23.45 13568.17 1.543 0.607

SNLI MRF 12.30 21.65 0.658 0.179 18.35 126.05 1.967 0.366
HCB 12.51  22.62 0.593 0.168 17.71  589.02 2.099 0.416

AG 10.76 ~ 12.68 0.007  0.085 13.26 21.59 0.018 0.181
MLM 4.88 6.12 0.404 0.227 4.91 39.33  4.381 2.128

MRF. 5.17 9.12 0.148 0.085 6.55 2209.94 1.561 0.383

XSUM MRF 5.00 6.23 0.262 0.049 5.53 47.62  2.242 0.185
HCB 5.08 6.21 0.256 0.052 6.46 174.32 2.681 0.328

AG 5.00 5.29 0.003 0.044 5.27 8.42 0.016 0.143

MLM 9.50 18.57 1.374 0.787 10.42  104.12 4.582 2.463

MRF. 11.52  76.23 0.449 0.276 15.43 8536.92 1.470 0.543

SNLI MRF 10.57  19.54 0.723 0.193 13.07 93.33  1.992 0.359
HCB 10.71  20.70  0.797 0.215 14.43  458.25 2.563 0.552

© AG 8.57 10.11  0.007 0.097 9.64 15.64 0.019 0.173
MLM 3.80 5.67 0.530 0.413 3.91 103.86 5.046 3.276

MRF, 3.94 7.06 0.156 0.068 4.62 1328.20 1.441 0.290

XSUM  MRF 3.87 4.94 0.322 0.036 4.16 36.66 2.258 0.145
HCB 3.91 5.14 0.346 0.059 5.67 164.15 2.954 0.400

AG 3.88 4.13  0.003 0.042 4.21 6.62 0.016 0.126

Table 1: Comparison of MRF, HCB and AG constructions on randomly sampled SNLI (Bowman et al., 2015)
sentences and XSUM (Narayan et al., 2018) summaries. We apply the constructions to two MLMs: BERTy,s¢ ((B))
and BERT, xcg (D). We consider both masking tokens uniformly at random (Random pairs) and masking adjacent
tokens uniformly at random (Contiguous pairs). For all metrics, lower is better.

indicating that using the raw logits generally re-
sults in a worse language model. Comparing the
MRFs to MLM, we see that the unary perplexity
(U-PPL) of the MLM is lower than those of the
MRFs, and that the difference is most pronounced
in the contiguous masking case. More surprisingly,
we see that the pairwise perplexity (P-PPL) is often
(much) higher than the MLM'’s, even though the
MLM makes unrealistic conditional independence
assumptions. These results suggest that the derived
MRFs are in general worse unary/pairwise proba-
bilistic models of language than the MLLM itself,
implying that the MRF heuristic is inadequate (see
App. D for a qualitative example illustrating how
this can happen). Finally, we also find that the
MRFs’ unary conditionals are not faithful to those
of the MRFs based on the KL measures. Since
one can show that the MRF construction can have
unary conditionals that have nonzero KL to the
MLM’s unary conditionals even if they are com-
patible (App. B), this gives both theoretical and
empirical arguments against the MRF construction.

The HCB joint obtains comparable performance
to MRF in the random masking case. In the con-
tiguous case, it exhibits similar failure modes as
the MRF in producing extremely high pairwise
perplexity (P-PPL) values. The faithfulness met-
rics are similar to the MRF’s, which suggests that

the conditionals learnt by MLMs are incompatible.
The AG approach, on the other hand, outperforms
the MRF},, MRF and HCB approaches in virtually
all metrics. This is most evident in the contiguous
masking case, where AG attains lower pairwise per-
plexity than all models, including the MLLM itself.
In some cases, we find that the AG model even
outperforms the MLM in terms of unary perplex-
ity, which is remarkable since the unary condition-
als of the MLLM were trained to approximate the
unary conditionals of language (App. A). This indi-
cates that near-compatibility may have regularizing
effect that leads to improved MLMs. Since AG
was optimized to be near-compatible, its joints are
unsurprisingly much more faithful to the original
MLM’s conditionals. However, AG’s G-KL tends
to be on par with the other models, which suggests
that it is still not faithful to the MLM in the contexts
that are most likely to arise. Finally, we analyze
the effect of masked position distance on language
modeling performance, and find that improvements
are most pronounced when the masked tokens are
close to each other (see App. E).

5 Related work

Probabilistic interpretations of MLMs. In one
of the earliest works about sampling from MLMs,
Wang and Cho (2019) propose to use unary condi-
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tionals to sample sentences. Recently Yamakoshi
et al. (2022) highlight that, while this approach
only constitutes a pseudo-Gibbs sampler, the act of
re-sampling positions uniformly at random guaran-
tees that the resulting Markov chain has a unique,
stationary distribution (Bengio et al., 2013, 2014).
Alternatively, Goyal et al. (2022) propose defining
an MRF from the MLLM’s unary conditionals, and
sample from this via Metropolis-Hastings. Concur-
rently, Young and You (2023) conduct an empirical
study of the compatibility of BERT’s conditionals.

Compatible distributions. The statistics com-
munity has long studied the problem of assessing
the compatibility of a set of conditionals (Arnold
and Press, 1989; Gelman and Speed, 1993; Wang
and Kuo, 2010; Song et al., 2010). Arnold and
Gokhale (1998) and Arnold et al. (2002) explore al-
gorithms for reconstructing near-compatible joints
from incompatible conditionals, which we lever-
age in our work. Besag (1974) also explores this
problem, and defines a procedure (viz., eq. 3) for
doing so when the joint distribution is strictly pos-
itive and the conditionals are compatible. Lowd
(2012) apply a version of HCB to derive Markov
networks from incompatible dependency networks
(Heckerman et al., 2000).

6 Conclusion

In this paper, we studied four different methods for
deriving an explicit joint distributions from MLMs,
focusing in the pairwise language model setting
where it is possible to compute exact distributional
properties. We find that the Arnold—Gokhale (AG)
approach, which finds a joint whose conditionals
are closest to the unary conditionals of an MLM,
works best. Indeed, our results indicate that said
conditionals can attain lower perplexity than the
unary conditionals of the original MLM. It would
be interesting to explore whether explicitly regu-
larizing the conditionals to be compatible during
MLM training would lead to better modeling of the
distribution of language.

7 Limitations

Our study illuminates the deficiencies of the MRF
approach and applies statistically-motivated ap-
proaches to craft more performant probabilistic
models. However, it is admittedly not clear how
these insights can immediately be applied to im-
prove downstream NLP tasks. We focused on mod-
els over pairwise tokens in order to avoid sampling

and work with exact distributions for the various
approaches (MRF, HCB, AG). However this lim-
its the generality of our approach (e.g., we cannot
score full sentences). We nonetheless believe that
our empirical study is interesting on its own and
suggests new paths for developing efficient and
faithful MLMs.
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A MLMs as learning conditional marginals

One can show that the MLLM training objective corresponds to learning to approximate the conditional
marginals of language, i.e., the (single-position) marginals of language when we condition on any
particular set of positions. More formally, consider an MLLM parameterized by a vector 8 € © and some
distribution y(+) over positions to mask S C [T]. Then the MLM learning objective is given by:

1
&l > log gy(we | wg; 6’)] :

tes

0 = argsu E E
ge p5~#(-)W~p(-)

where p(-) denotes the true data distribution. Analogously, let ps‘g(- | wg) and pg(-) denote the
conditionals and marginals of the data distribution, respectively. Then the above can be rewritten as:

|15|Z E ( [logqts(wtlwg;é’)}]

tes Ws~Psis()

é:argsup E
6 S~p() wg~pg()

= arginf [E E
0 S~u() wg~pz(")

1
5] D KL(py5(- | wg) [l ays(- | ws 9))] :
tes

Thus, we can interpret MLM training as learning to approximate the conditional marginals of language,
i.e., VS C [T] and V¢t € S, in the limit we would expect that, for any observed context wg, we have

ays(- | wg) ~ pys(- | wg).
B Unfaithful MRFs

Here we show that even if the unary conditionals used in the MRF construction are compatible (Arnold
and Press, 1989), the unary conditionals of the probabilistic model implied by the MRF construction can
deviate (in the KL sense) from the true conditionals. This is important because (i) it suggests that we
might do better (at least in terms of U-PPL) by simply sticking to the conditionals learned by MLLM, and
(i1) this is not the case for either the HCB or the AG constructions, i.e., if we started with the correct
conditionals, HCB and AG’s joint would be compatible with the MLM. Formally,

Proposition B.1. Let wi,ws € V and further let pyjo(- | w2), o1 (- | w1) be the true (i.e., population)
unary conditional distributions. Define an MRF as
q1,2(w1, wa) o< pyjp(wr | w2) pop (we | w1),

and let qqj2(- | w2),qa)1 (- | w1) be the conditionals derived from the MRF. Then there exists p;2, paj1
such that

KL(pyj2(- | we) [[ qup2(- [ w2)) > 0.

Proof. Letws € V be arbitrary. We then have:

P1|2(w1 \ w2)p2|1(w2 | w1)

w/gvp1|2(w’ | w2)P2|1(w2 | w')

Now, consider the KL between the true unary conditionals and the MRF unary conditionals:

qr2(wr | we) = 5

prj2(w | wa)
KL(pyfo(- : = log [ wg)
ol [z ol w) = 3 prlw | wa)los e
D wev P’ | w2) pyji(we | w)
= 3 il | ws) log 2P -
paj1 (w2 | w)

weY
=108 Eupp, 1 (-fus) (P21 (W2 | W)] = By, () 108 P21 (w2 | w)]

This term is the Jensen gap, and in general it can be non-zero. To see this, suppose V = {a,b} and
consider the joint

19070 w1, W2 = a
p12(wi, w2) = 1 .
156 otherwise
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with corresponding conditionals pyj (@ | b) = pyja( [ b) = s forallz € V and
97

papi(z [ @) = pip(z | a) = {918

98 x:b

Now, take wo = b. We then have
KL(p1j2(- | 0) [ quj2(- | b))
longNpl‘z (-|b) p2|1 Ew~p1|2( \b)[logpml(b‘ )]

(i (5-2) §<mg+mg;>

1 1 1

which demonstrates that the KL can be non-zero.

C Arnold-Gokhale algorithm

Arnold and Gokhale (1998) study the problem of finding a near-compatible joint from unary conditionals,
and provide and algorithm for the case of |S| = 2. The algorithm initializes the starting pairwise

distribution qg\j%)(-, - | wg) to be uniform, and performs the following update until convergence:

&)

AG(t+1) qa|b,§(wa | wbv“’?) + qb|a§(wb | wa,Wg)
9 b5 (wq, wy | Wg) o —~ — -
; ( AG(t)(w ’W*)) + ( AG(t)(w |W7))
Qg5 \Wa I W5 Gg \Wo 1 Ws
D Qualitative example of MRF underperformance

This example from SNLI qualitatively illustrates a case where both the unary and pairwise perplexities
from the MRF underperforms the MLM: “The [MASK]; [MASK]s at the casino”, where the tokens “man is”
are masked. In this case, both MRFs assign virtually zero probability mass to the correct tokens, while the
MLM assigns orders of magnitude more (around 0.2% of the mass of the joint). Upon inspection, this

arises because q2l1’§(is | man) ~ 0.02 and qm’g(man | is) ~ 2 x 1075, which makes the numerator of

MRF
9195
~ 0, but in this case we have gy, 5(was | man) ~ 0.33 and ¢; , g(man | was) ~ 0.03, which makes the
denominator well above 0. This causes the completion “man is” to have disproportionately little mass in
the joint compared other to combinations (“man was”) that were ascribed more mass by BERT’s unary

conditionals.

(man, is) be ~ 0. The MRF could still assign high probability to this pair if the denominator is also

E Token distance analysis

We also explore the effect of the distance between masked tokens on the pairwise negative log-likelihood
(PNLL, lower is better; note this is equivalent to the log PPPL) of the joints built using the different
approaches we considered. We considered two different kinds of distance functions between tokens: (i)
the absolute difference in the positions between the two masked tokens, and (ii) their syntactic distance
(obtained by running a dependency parser on unmasked sentences).

We plot the results in Fig. 1 (SNLI) and Fig. 2 (XSUM). Note that the black bars denote the number
of datapoints with that distance between the two masked tokens, where a syntactic distance of 0 means
that the two masked tokens belong to the same word, whereas a token distance of 0 means that the two
masked tokens are adjacent. The graphs indicate that the language modeling performance improvement
(compared to using the MLM joint) is most prominent when masked tokens are close together, which is
probably because when the masked tokens are close together they are more likely to be dependent. In
this case, AG tends to do best, HCB and MREF tend to do similarly, followed by MRF-L and, finally, the
conditionally independent MLLM, which follows the trends observed in the paper.
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Figure 1: Pairwise NLL (PNLL) as a function of the token and syntactic distance between masked positions for
joints built using the methods: MLM, MRF (Logit), MRF, HCB, AG on SNLI (Bowman et al., 2015). The gray bars
represent the number of examples on the dataset that had that degree of separation.
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Figure 2: Pairwise NLL (PNLL) as a function of the token and syntactic distance between masked positions for
joints built using the methods: MLM, MRF (Logit), MREF, HCB, AG on XSUM (Narayan et al., 2018). The gray
bars represent the number of examples on the dataset that had that degree of separation.
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