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Abstract

Social science and psycholinguistic research
have shown that power and status affect how
people use language in a range of domains.
Here, we investigate a similar question in a
large, distributed, consensus-driven community
– the Internet Engineering Task Force (IETF),
a collaborative organisation that develops tech-
nical standards for the Internet. Our analysis,
based on lexical categories (LIWC) and BERT,
shows that participants’ levels of influence can
be predicted from their email text, and iden-
tifies key linguistic differences (e.g., certain
LIWC categories, such as WE are positively
correlated with high-influence). We also iden-
tify the differences in language use for the same
person before and after becoming influential 1.

1 Introduction and Related Work

Motivation Online communities are rapidly
growing. It is imperative to study them to gain
a better understanding of online dynamics and im-
portant processes such as decision-making. Prior
work has shown that influence is an important as-
pect to consider while analysing online community
dynamics (Bapna and Umyarov, 2015; Vega et al.,
2021). Social and psycholinguistic research has
also revealed that a person’s power and status (i.e.,
influence) is reflected in their usage of language
(Nguyen et al., 2016; Guinote, 2017). In this paper,
we focus on linguistic traits exhibited by influential
people in a large online community.

Detecting meaningful domain-independent indi-
cators of influence is difficult (Danescu-Niculescu-
Mizil et al., 2012). Instead, we focus on the In-
ternet Engineering Task Force2 (IETF) - a large,
open, voluntary, standards developing organisation
with over 2M emails between 56k participants over

1Code: https://github.com/sodestream/
acl2023-tracing-linguistic-markers

2IETF is responsible for producing technical standards for
internet infrastructure. https://www.ietf.org/

20 years. The decentralised, consensus-oriented
nature of the IETF makes it an interesting case
study for two reasons. First, compared to the social
media data commonly used in similar studies (e.g.
Tchokni et al., 2014; Prabhakaran, 2015), IETF
emails are usually longer and goal-oriented. Sec-
ond, the IETF is a decentralised organisation where
the decision-making is collaborative and consensus-
driven (Bradner, 1996; Resnick, 2014). Hence, the
resulting social interactions are very different to
alternative email-based datasets such as the Enron
Corpus (Klimt and Yang, 2004), or interactions
with more rigidly defined power distinctions e.g.,
admins/users, judges/lawyers (Danescu-Niculescu-
Mizil et al., 2012).

Related Work Most studies of influence either
focus on community structure rather than language,
or use language indirectly. Urena et al. (2019) give
a survey of the former approach. In an example
of the latter, Prabhakaran et al. (2014) compare
users with different influence in terms of their lin-
guistic similarity or co-adaptation, the increasing
similarity of interlocutors to each other in how they
use language (see also Danescu-Niculescu-Mizil
et al., 2012; Ver Steeg and Galstyan, 2013; No-
ble and Fernández, 2015; Kawabata et al., 2016;
Buske, 2019; Healey et al., 2023). Some studies
(Bramsen et al., 2011; Gilbert, 2012) do focus on
modelling influence from text of Enron emails by
identifying keywords/phrases that indicate influ-
ence. Rosenthal (2014) and Tchokni et al. (2014)
extend this approach to other domains, including
Twitter, Wikipedia talk pages, and debates, and
include a wider range of linguistic markers.

Goals We focus on discovering linguistic mark-
ers of influence in a large consensus-driven stan-
dards developing organisation, where the consen-
sus is based on elaborate discussions between par-
ticipants on mailing lists. To complement this
analysis, we also study the linguistic behaviour
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of participants at different hierarchical levels in
IETF, as well as participants in different periods of
their participation, similar to Danescu-Niculescu-
Mizil et al. (2013), who considered the behaviour
of participants as a measure of influence and claim
that participants tend to echo the linguistic style
of influential individuals. We map this to three re-
search questions: RQ1: How do linguistic traits
differ between more and less influential partici-
pants? RQ2: How do linguistic traits vary for
participants at different levels of the organisation
hierarchy? RQ3: How does linguistic behaviour
of participants change as they gain influence?

2 Methodology

We aim to understand the correlation between influ-
ence, as defined by either network-based centrality
metrics (mail-based) or organisational role influ-
ence (role-based), and language usage in terms of
linguistic traits. For each participant, we consider
the emails they sent in a given time period and
investigate correlations of certain features of their
email text with two different measures of influence.

LIWC Representation Linguistic Inquiry and
Word Count (LIWC, Pennebaker et al., 2015) is
a well-recognised psycholinguistic lexicon; it pro-
vides word counts for 85 different linguistic, psy-
chological, personal concern, and informal lan-
guage marker categories. Here, we aggregate the
word counts within each linguistic category for
each participant using the LIWC 2015 dictionary
(academic license), and normalise by the total num-
ber of emails sent by that participant. Such a nor-
malisation is more appropriate here than normalis-
ing by total number of words written, as many IETF
emails include long technical sections. This gener-
ates a representation of a participant as their mean
usage of each LIWC category; while this is a rela-
tively reduced, low-dimensional representation of
a person’s language, it has the advantage of being
interpretable and psychologically well-motivated.

BERT Representation The LIWC representa-
tion ignores context. To allow comparison to more
advanced methods, we use the context-dependent
representations from BERT (Devlin et al., 2019) via
the open-source HuggingFace library (Wolf et al.,
2019). The participant-specific BERT representa-
tion is calculated by averaging the text representa-
tions (last layer CLS vectors) over all their emails.

3 Experimental Set-up

Dataset The IETF is organised in Working
Groups (WGs). Each WG has a technical fo-
cus (e.g., HTTP WG for the HTTP protocol) and
one or more WG chairs. We use data from two
public sources: the IETF mail archives3 and the
Datatracker4. The mail archives cover WG ac-
tivities, meetings, and administration. We gath-
ered 2,106,804 emails from 56,733 email addresses
spanning 2000-2019.

To determine mail-based influence, we use a so-
cial graph based on mailing list interactions (mes-
sages from one person to another) as built by Khare
et al. (2022). We rank participants by their eigen-
vector centrality, a measure of a node’s influence in
a graph, and transform rank to a percentile. To de-
termine role-based influence, we used Datatracker
for information about WG chairs and their tenure.

RQ1 (mail-based influence) We used a 5-year
subset of the data for RQ1 due to the computation
cost, still giving a reasonable period to observe the
participation consistency in the IETF community
(McQuistin et al., 2021; Khare et al., 2022). We
took data from 2015-2019 with 300,806 emails
from 5,363 unique participants. This subset has
212,253 unique tokens, as opposed to 735,605
unique tokens in the whole dataset, and the me-
dian length of emails is 504. We calculate the mail-
based influence score and LIWC representation5

for each participant as described. We fit a linear
regression model using LIWC representations to
predict influence percentile and observe the magni-
tude and directions of significant coefficients.

RQ2 (role-based influence) While mail-based
influence was crucial to consider the activities of
the participants based on the email network, role-
based influence is equally crucial as they are in-
volved in organisational decision making.6 We use
the same time period as in RQ1, but here we pre-
dict organisational role-based influence. We split
the data into two categories: (a) WG chairs and (b)
participants who have never been WG chair. We

3https://mailarchive.ietf.org/
4https://datatracker.ietf.org/ – the administrative

database of the IETF, containing metadata about participants
and their roles, working groups, document status, etc.

5We filter out 104 ambiguous words that are present in
LIWC but have technology, security, and network context
meaning in IETF, using manually curated lists, for e.g., attack,
argument, secure etc. We do this across all RQs.

6In the top 10% mail-based influential participants, less
than 30% are WG chairs with significant role-based influence.
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calculate the LIWC representations for each person,
train a logistic regression model to predict category,
and observe the LIWC category coefficients.

RQ3 (changes in influence) We look at partic-
ipants who went from low to high influence over
time: individuals who had a mail-based influence
below the 50th percentile when they joined the
IETF, and reached the top 10th percentile at some
point. For each participant, we generate two dif-
ferent representations based on two periods — the
year of joining and year of reaching the top 10th
percentile for the first time — and assign these to
two different classes. As in RQ2, we then train a lo-
gistic regression model to predict these classes, and
examine the coefficients of the LIWC categories.

BERT-based variants Our primary purpose is
not to assess the predictive power of LIWC repre-
sentations, but to use them as a tool to characterise
linguistic variations in a meaningful way. However,
in order to understand their predictive potential,
given their relatively simple nature, we compare
them to BERT. For these comparisons, we use the
BERT representations described in Section 2.

For each RQ we use the same experimental setup
as described above. We split the data 80:20 into
train and test set and train a prediction model (re-
gression for RQ1 and classification for RQ2 &
RQ3). To experiment with both linear and non-
linear models, we include linear and logistic regres-
sion and multi layer perceptrons, using implemen-
tations from scikit-learn (Pedregosa et al., 2011)
with default parameters. As evaluation metrics we
used Pearson’s ρ and macro-F1 score.

4 Results & Discussion

We now explore the results (see Table 1 for all
experiments) and answer our research questions.

4.1 Answers to RQs

RQ1 — The following LIWC categories are sig-
nificantly correlated (p < 0.05) with higher mail-
based influence: WE, INFORMAL, RISK, ADJEC-
TIVE, ANGER, THEY, and BIO. Categories such
as NETSPEAK, SEXUAL, HEALTH, DEATH, BODY

are correlated with lower influence. This suggests
that influential people tend to indicate a collabora-
tive and community-oriented approach with first-
person plural (WE) and third-person plural category
(THEY) usage. This is consistent with Kacewicz
et al. (2014) and Guinote (2017), who show that in-

fluential people use more first-person plural. They
also use more organisational language, which is
shown by the negative correlation of informal slang
language categories (NETSPEAK, SEXUAL, BODY).
We see some unexpected hidden trends due to
word ambiguity (e.g., words like ‘trust’ and ‘live’),
which are investigated in Section 4.2.
RQ2 — From 1, we see that working group (WG)
chairs are more social and collaborative, as is
shown by WE and SOCIAL categories. This is
in line with similar findings from RQ1 and also
about leadership engagements from previous works
(Strzalkowski et al., 2012; Liu, 2022; Kacewicz
et al., 2014; Guinote, 2017; Akstinaite et al., 2020).
Also, WG chairs use tentative statements (TENTAT)
in discussions, primarily focused on technical feed-
back and revisions, or suggesting alternatives. Ex-
amples showcasing the use of words such as ‘or’
and ‘seems’-

• ‘seems’:“With the risk of disturbing with state-
ments, but avoiding too many questions:This
seems against the goal of reducing headers.”

• ‘or’: “Question is do we need to carry around
an outer IP-in-IP header for that or not?”

RQ3 — From Table 1, we observe that when partic-
ipants become mail-based influential they are likely
to be more descriptive and engaged in immediate
state of issues and situations as seen from the corre-
lation of auxiliary verbs (AUXVERB), adverb, risk,
and present focus (FOCUSPRESENT). They are also
more involved in cognitive processes (COGPROC)
as compared to their previous self when they were
new to IETF and had little influence.

4.2 Discussion
To better understand these LIWC categories and
what kind of words play a role in the behaviour of
individual categories, we calculate the frequency
of words in each LIWC category as they appear in
the emails. Next, we consider the top 30 most fre-
quent words in each LIWC category and perform
regression analysis on mail-based influence for par-
ticipants, but using only these 30 words as features
to generate the participant representation. We con-
ducted this experiment separately for each LIWC
category that was significant in the first experiment.

From the word based analysis we make multiple
observations. E.g., words like ‘we’ imply a collec-
tive approach and is strongly correlated with the
higher influence. Similarly, the use of word ‘well’
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RQ1 High influence BIO, WE, INFORMAL, THEY, NEGEMO, ANGER, RISK, ADJECTIVE
Low influence SEXUAL, DEATH, INGEST, NETSPEAK, HEALTH, FEMALE, BODY, AFFILIATION, CONJ

RQ2 WG Chair influence TENTAT, IPRON, SOCIAL, SEE, FEEL, WE
non-WG Chair COGPROC, RELATIV, AFFILIATION, I, REWARD

RQ3 Top 10 percentile ADVERB, PREP, ANGER, AUXVERB, MALE, COGPROC, ACHIEV, RISK, FOCUSPRESENT

Below 50th percentile FUNCTION, PPRON, SHEHE, IPRON, NUMBER, CERTAIN, SEXUAL, INFORMAL

Table 1: LIWC categories where p < 0.05.

is standard, such as politely resuming the conversa-
tion (e.g., ‘well, I agree’) or providing an approval
over something (e.g., ‘this works as well’). These
words are well associated with the influential par-
ticipants. Otherwise, influential participants are
generally not observed to be informal and other fre-
quent words (other than ‘well’) within INFORMAL

category do not demonstrate a strong correlation
with the growing influence. Also, ‘well’ is the most
frequent word in the INFORMAL category.

More influential people (both mail-based and
role-based) are also observed to engage more in
IETF communities. The conversations can often
reflect situations where, as a part of review and
feedback process, more influential people highlight
limitations in protocol standards, stress on specifics,
and compare with existing protocols or previous
versions. Several words across different LIWC cat-
egories (RISK, NEGEMO, and ADJ) highlight such
behaviour, e.g., ‘problems’, ‘before’, ‘particular’,

‘specific’, ‘different’, ‘most’, and ‘than’.
However, there are many words with dual sense,

like ‘trust’ which has a very technology specific
usage related to network security instead of conver-
sations involving trust issues between individuals
or trust in any given situation. Similarly, the word

‘live’ is related with an application or network be-
ing live, instead of its conventional meaning. We
also observed that some of the LIWC categories,
such as BIO, did not have specific terms that could
clearly establish its significance in favour of in-
fluential participants (e.g., word ‘problems’ and

‘trust’ reflecting the significance for the category
RISK), instead such categories had several words
with quite weak correlation with influential partici-
pants. Such words collectively drifted the weight
of the category towards influential participants.

4.3 BERT-based results

We compared the performance of the LIWC- and
BERT-based models. Results in Table 2 indicate
our LIWC approach is better than an intuitive
BERT-based baseline. We hypothesize that the

LIWC BERT
LR MLP LR MLP

RQ1 (Pearson ρ) 0.850∗ 0.852∗ -0.018 0.015
RQ2 (Micro F1) 91.21 92.46 87.69 92.21
RQ3 (Micro F1) 88.89 90.74 51.85 55.56

Table 2: LIWC vs BERT(∗ p < 0.0001.)

reason for this is that LIWC is specialised to de-
tect linguistic markers relevant for this task. Also,
to ensure fair comparison, BERT representations
were not fine-tuned for the tasks. We believe com-
bining LIWC and BERT might give better represen-
tations, especially when dealing with ambiguous
words. Curiously, when observing t-SNE (Van der
Maaten and Hinton, 2008) projections of partic-
ipants’ BERT representations (Appendix A), we
find that low-influence users show a much bigger
variation for relevant categories such as WE, NETS-
PEAK and INFORMAL. We will investigate this in
future.

5 Conclusions & Future Directions

This paper explores the linguistic patterns of in-
fluence in an online collaborative organisation, by
analysing the differences between high- and low-
influence participants. Using two aspects of influ-
ence — mail-based, derived from the email net-
work, and organisational role-based — we were
able to unfold several traits that differentiate influ-
ential participants from others. Many of our find-
ings seem corroborated by studies in organisational
theory. We observed that influential people ex-
hibit more collaborative and community-oriented
traits, and also stronger signs of engagement in
discussions. We also observed that as people go
on to become influential participants, they evolve
in their communication and are seen to be more
engaging and descriptive in their linguistic style.
An interesting practical application of our research
is identifying and analyzing groups that are dys-
functional in terms of participant roles and their
communication patterns (e.g., where the chair is
not performing their role). In future work, we will
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extend the experiments to study these patterns of
interaction in more linguistic depth, between more
different roles within an organisation (possibly for
multiple collaborative organisations). We will at-
tempt to go beyond lexical count and account for
word context.

6 Limitations

One of the main limitations is that we used the
standard LIWC-based analysis approach, which is
purely lexical and does not take into account the
context in which a word appears. Consequently,
many words that have very specific senses in the
context of the IETF get miscounted as occurrences
of LIWC categories. This could be addressed by
a more advanced method of mapping to LIWC
categories that would account for context. An-
other limitation is that we manually generated a
filtering list containing words specific to the IETF.
This list might not be exhaustive enough. Also,
we were limited by not conducting an exhaustive
hyper-parameter search on our models. We also
understand that many emails are longer than 512
tokens (the input limit of the BERT model we used)
and might have not been captured completely by
our BERT model. However, most of the emails do
fit into this BERT sequence length limit. We did not
fine tune BERT on the IETF data; this might have
given better performance, although it is not clear if
it would have given more insight: our main goal is
not performance but analyzing/comparing charac-
teristics of existing models. It is also worth high-
lighting that the data used in this work is strictly
in English, and the psycholinguistic categories in
LIWC are also based on English language. Hence,
this study may be biased and not fully capture varia-
tions in linguistic traits that are culturally agnostic.

Ethical considerations — Participation in the
IETF is bound by agreements and policies explic-
itly stating that mailing list discussions and Data-
tracker metadata will be made publicly available.7

We use only this publicly available data in our anal-
ysis. We have discussed our work with the IETF
leadership to confirm that it fits their acceptable use
policies. We have also made provisions to manage
the data securely, and retain it only as necessary for
our work.

7See both https://www.ietf.org/about/note-well/
and the IETF privacy policy available at https://www.ietf.
org/privacy-statement/.
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A Appendix A: BERT-based results

We investigated how BERT representations vary
for participants, as per influence, across different
significant LIWC categories. For each participant,
we calculated the LIWC category representation by
averaging the BERT representation of the words
in that LIWC category and then projected using
t-SNE. As Figures 1, 2 and 3 show, high-influence
participants show less variation in their BERT rep-
resentations compared to lower-influence partici-
pants, for the LIWC categories WE, NETSPEAK and
INFORMAL respectively.

Figure 1: WE category representation

Figure 2: NETSPEAK category representation

Figure 3: INFORMAL category representation
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