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Abstract

Current pre-trained language models have en-
abled remarkable improvements in downstream
tasks, but it remains difficult to distinguish ef-
fects of statistical correlation from more sys-
tematic logical reasoning grounded on the un-
derstanding of real world. We tease these fac-
tors apart by leveraging counterfactual condi-
tionals, which force language models to pre-
dict unusual consequences based on hypothet-
ical propositions. We introduce a set of tests
from psycholinguistic experiments, as well as
larger-scale controlled datasets, to probe coun-
terfactual predictions from five pre-trained lan-
guage models. We find that models are consis-
tently able to override real-world knowledge
in counterfactual scenarios, and that this ef-
fect is more robust in case of stronger baseline
world knowledge—however, we also find that
for most models this effect appears largely to
be driven by simple lexical cues. When we
mitigate effects of both world knowledge and
lexical cues to test knowledge of linguistic nu-
ances of counterfactuals, we find that only GPT-
3 shows sensitivity to these nuances, though
this sensitivity is also non-trivially impacted by
lexical associative factors. !

1 Introduction

Reasoning plays a central role in human commu-
nication (Frank and Goodman, 2012). While lan-
guage models have demonstrated remarkable ca-
pacity on downstream tasks (Devlin et al., 2019;
Radford et al., 2019; Liu et al., 2019), it remains
unclear to what extent predictions generated by
language models are consequences of correlation
with linguistic heuristics in the context, versus ro-
bust reasoning about causal relations grounded on
understanding of world knowledge.

In this paper we leverage counterfactual condi-
tionals to investigate the capacity of pre-trained
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LMs (PLMs) to distinguish hypothetical scenarios
from reality, and to examine how this interacts with
models’ use of existing real world knowledge as
well as shallower associative cues. Counterfactuals
consist of a premise which is false in the real world
but true in the hypothetical world (e.g., “If cats
were vegetarians”), and an imaginary consequence
of this premise (“cats would love cabbages”). Test-
ing language models with counterfactuals allows
us to use language to manipulate what is true and
what is hypothetical, and to test models’ ability to
separate and use this information for predictions.
Previous work has established the use of counter-
factual scenarios to probe inference ability (Qin
et al., 2019; Zellers et al., 2019; Mostafazadeh
et al., 2016; Meng et al., 2022; Rajani et al., 2019;
Saparov and He, 2022; Frohberg and Binder, 2021;
Elazar et al., 2021; Rudinger et al., 2020), but the
datasets lack systematic control of lexical cues and
world knowledge, which makes it likely that the
performance could be attributable to spurious cues
in the datasets (Niven and Kao, 2019).

For our tests we draw on and adapt inputs from
existing psycholinguistic experiments. We be-
gin by testing models’ ability to override exist-
ing world knowledge when the context indicates
that the correct completion involves a hypothetical
world (e.g., “if cats were vegetarian, cats would
love cabbages/fish’”). We test five popular PLMs,
and find that models can increase their preference
for counterfactual completions given counterfac-
tual context—however, most models rely strongly
on simple lexical cues. Next we control the ef-
fect of real world knowledge and lexical triggers,
to test models’ understanding of what counterfac-
tual language implies about the world state. We
find that most models fail to understand real-world
implications of counterfactuals and largely rely
on lexical triggers—with the exception of GPT-
3, which shows greater sophistication, but contin-
ues to show non-trivial susceptibility to interfer-
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ence from lexical-associative cues. We discuss the
implications and possible interpretations of these
findings with respect to linguistic competence and
predictive strategies of these models.

2 Expl: overriding world knowledge

Our first experiment investigates whether LMs are
able to take a counterfactual scenario and predict
a counterfactual-consistent completion that contra-
dicts general world knowledge.

Items We draw directly on counterfactual stim-
uli from the psycholinguistic study of Ferguson
and Sanford (2008). There are 128 items from
the original psycholinguistic experiments, and we
synthetically generate 10,720 additional items (see
Appendix A.2 for illustration of data generation
process). We match target nouns and syntactic
constructions across conditions in order to control
lexical properties that influence language models’
predictions. Table 1 shows example items from the
synthetic large-scale dataset (see Section A.1 for
example items from the small-scale dataset).

Cond Sentence

CW  If cats were , people would love them.
Families would feed cats with fish/.

RW  Because cats are carnivores, people love them.
Families would feed cats with fish/

BB Families would feed cats with fish/

Table 1: Expl items (logical completion underlined).

Inference

Premise

CW| F& Ep"é“%'

a
V?'Z
'y -
N—”
s
)

RW@&

Figure 1: Illustration of Exp1 set-up

The experiment includes two key conditions:
Counterfactual-World (CW) and Real-World (RW)
(Fig. 1). The CW condition presents a counterfac-
tual scenario, e.g., in which cats are vegetarians.
The logical target completion in this example is
“cabbages”, but because in reality cats are more

likely to eat fish, this contradicts world knowledge.
By contrast, in the RW condition the logical com-
pletion is consistent with the real world (“feed cats
with fish”). We also include one Baseline Bias (BB)
condition, for a more direct test of the strength of
models’ baseline preference for each completion.

Experiments We test counterfactual reasoning
in five pre-trained language models. We include au-
toregressive transformers in the GPT family (GPT-
2 (Radford et al., 2019) and GPT-3 (Brown et al.,
2020)) and masked language models in the BERT
family (BERT (Devlin et al., 2019), RoBERTa (Liu
et al., 2019) and MPNet (Song et al., 2020)) 2,

We test models by comparing the log-probability
that each model assigns to the CW-congruent (‘“‘cab-
bages”) and RW-congruent (“fish””) completions
given the contexts. For all conditions, we compute
the percentage of items in which the CW-congruent
continuation has a higher probability than the RW-
congruent continuation. This means that in RW
and BB conditions, lower values reflect better pre-
dictions, since the CW-congruent completion is the
less logical completion in these conditions.

Small-scale Large-scale

Model
CW RW BB CW RW BB
GPT2 53.1 344 40.6 53.7 295 31.5
GPT3 688 188 18.7 713 25 14.7
BERT 46.9 438 312 342 143 352
RoBERTa 53.1 219 219 614 265 472
MPNet 500 21.9 219 669 156 36.6

Table 2: Percentage of preference for CW-congruent
completion (e.g., “cabbages”) in Expl. In the CW con-
dition, higher values reflect better predictions. In RW
and BB conditions, lower values reflect better predic-
tions.

Results Table 2 shows the preferences for CW-
congruent completions across all models and con-
ditions, for the small-scale hand-designed items
from the psycholinguistic experiment, and for the
large-scale synthetic items. 3 We see that all mod-

2We used the smallest uncased variants of GPT-2, BERT,
RoBERTa, and MPNet, and we used the text-davinci-003 vari-
ant of GPT-3 via API request. Experiments were conducted
from April to August 2022.

3A potential concern with aggregated percentages shown
in Table 2 and Table 6 is that given a specific instance, a model
may assign a higher probability to a CW-congruent continu-
ation in the CW condition because it incorrectly predicts the
corresponding BB/RW item. This concern is mitigated by the
fact that we focus our conclusions on the difference between
the CW and RW conditions, rather than the accuracies in the
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els show stronger preference for CW-congruent
continuations in the counterfactual (CW) context
than in the other conditions (though in the case of
BERT on the small-scale data, this difference is
negligible). All models show below-chance pref-
erence for CW-congruent continuations in the RW
condition—which means above-chance preference
for the correct RW-congruent continuations. How-
ever, though all model preferences for the correct
CW-congruent continuation are higher in the CW
condition than in the RW condition, even in the
CW condition the preference for CW-congruent
conditions is at best slightly above chance for most
models. The exception is GPT-3, which is the only
model to prefer the CW-congruent continuation in
greater than 70% of items.

We also see that GPT-3 shows exceptionally
strong performance on both BB and CW condi-
tions. This suggests, slightly counterintuitively,
that stronger grasp of relevant world knowledge
may in fact be associated with models more ef-
fectively overriding that knowledge in a counter-
factual. To investigate this effect further, we ex-
amine the impact of world knowledge at the item
level. We quantify strength of world knowledge
as the difference between models’ log-probability
of CW- and RW-congruent continuations for a
given item in the BB condition, and the strength
of counterfactual preference as the difference be-
tween log-probability of CW- and RW-congruent
continuations for a given item in the CW condi-
tion. We then compute the Pearson correlation
between these strength measures. We find a signif-
icant correlation between the robustness of world
knowledge encoding and strength of counterfactual
preference in the CW condition across all language
models (see Appendix A.3), further supporting
a relationship between strength of world knowl-
edge and counterfactual sensitivity. While previ-
ous work has suggested that large language models
may have difficulty avoiding memorized texts when
explicitly prompted to end famous quotes differ-
ently (McKenzie et al., 2022), our results suggest
that world knowledge may in fact facilitate reason-
ing when accompanied with clear structural cues
(e.g. “if”). To better understand how world knowl-
edge informs language models’ predictions and in-

CW condition alone. However, to further address this concern,
we calculate the proportion of items in which the model shows
the correct preference in both CW and RW conditions. The
results are presented in Section A.5 and suggest a comparable
pattern in terms of relative model strengths.

ference, it will be important to continue expanding
the scale of tests and more carefully operationalize
definitions of world knowledge in future work.

3 Exp2: impact of cue words in context

The first experiment suggests that models can to
an extent override world knowledge given a coun-
terfactual, particularly in cases when models have
a strong handle on the relevant world knowledge.
However, it is possible that in these tests the mod-
els were not relying on sophisticated understanding
of counterfactuals, but rather on simple lexical trig-
gers in context. Consider, for instance, that models
could perform well in Exp1 if they simply increase
their preference for “cabbages” in the proximity of
“vegetarians”, etc. To test the impact of these lexical
triggers, we incorporate an additional condition.

Items Table 3 and Fig. 2 show a sample item and
illustration of experimental set-up with the new
added condition. In this Counterfactual-to-Reality
(CR) condition, models see the same counterfactual
context, but the subsequent sentence references ac-
tual reality. So the correct completion is consistent
with reality, but inconsistent with the lexical trigger
(“vegetarians”). We generate sentences in the CR
condition by modifying CW sentences to include
the discourse connective “In reality” and to include
present tense in the second sentence.

Cond Sentence

CR If cats were , people would love them.
In reality, families feed cats with fish/.

Table 3: Exp2 items (logical completion underlined).
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Figure 2: lustration of Exp2 set-up.
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Experiments As above, we calculate percentage
of items in which models prefer the CW-congruent
continuations. Models relying on information be-
yond simple lexical triggers should show a sharp
drop in preference for the CW-congruent comple-
tion in the CR condition, where the correct comple-
tion should align with real world information.

Results Table 4 shows the results. We see that
most models show non-zero drop between CW and
CR conditions—however, for most models this re-
duction is minor. It is only GPT-3 that shows a
truly substantial drop in CW-congruent preference,
and only in the large-scale synthetic dataset. This
suggests that most models are largely following
simpler lexical triggers, while GPT-3 has some-
what greater sensitivity to more detailed linguistic
cues. Note, however that GPT-3’s relative success
on the synthetic data over the small-scale data may
rely on larger distance between lexical triggers and
target positions: see Appendix A.4 for evidence on
GPT-3’s sensitivity to linear distance.

Small-scale  Large-scale

CW CR CW CR

GPT2 53.1 50.0 537 519
GPT3 68.8 562 713 28.0
BERT 469 469 342 394
RoBERTa 53.1 37.5 614 573
MPNet 50.0 469 669 58.1

Model

Table 4: Percentage of preference for CW-congruent
completion (e.g., “cabbages”) in Exp2. In the CW con-
dition, higher values reflect better predictions. In the
CR condition, lower values reflect better predictions.

4 Exp3: Inferring real world state with
counterfactual cues

The previous experiments indicate that models can
override world knowledge in the face of counter-
factual evidence, and that the ability to do this im-
proves with stronger world knowledge—but for
most models this performance appears to be driven
largely by simple lexical triggers in the context,
with the possible exception of GPT-3. In this
section we remove the influence of pre-existing
world knowledge, and hold constant lexical trig-
gers across conditions, for a more direct test of
models’ sensitivity to linguistic indicators of coun-
terfactuals, and what they say about the true state of
the world. This task is particularly challenging be-
cause language models must infer the true state of

the world based on the presence of counterfactuals,
with lexical cues often being misleading.

Items We adapt stimuli from a psycholinguis-
tic study with 96 controlled sentences (Ferguson,
2012). We additionally create a larger-scale syn-
thetic dataset with 12,960 sentences, using the
same events as the generated dataset from Section 2.
We modify the subject noun phrases such that there
is no influence of existing world knowledge. For
example, we modify the subject “cat” to “pet”, so
that there is no prior knowledge about the subject’s
preference for “cabbages” or “fish”. As a result, ex-
isting world knowledge cannot inform the correct
completion—instead, models need to infer based
on the counterfactual language that the true state of
the world is different from what the counterfactual
states. Further, we control the lexical items used
across different conditions to minimize effects of
lexical cues on condition differences (see Table 5).

Cond Sentence

CwC

If the pets were
them.
fish

RWCA Because the pets are , people love them.
In fact, people feed the pets with fish/.

, people would love
In fact, people feed the pets with

BBC In fact, people feed the pets with fish/

Table 5: Exp3 items (logical completion underlined).

N\
/ Real-World
Inference

Premise

Figure 3: Illustration of Exp3 set-up.

Fig. 3 shows the set-up of conditions. In the
Counterfactual-World Context (CWC) condition,
the scenario described in the first sentence is neu-
tral with respect to real world knowledge—it is the
use of the counterfactual (“if...were”) that tips us
off that this scenario is not true in reality. The cor-
rect completion, then, cannot be informed by world
knowledge, and is also misaligned with the lexical
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trigger (e.g., “vegetarians”), so models must rely
specifically on this implication from the counter-
factual in order to perform well.

In the Real-World Context Alternative (RWCA)
condition, the context uses the same lexical trig-
gers (“vegetarians”) as the CWC condition. How-
ever, because there is no counterfactual language,
the logical completion is now the word associated
with the lexical trigger (e.g., “cabbages”, associ-
ated with “vegetarians”™).

Given that the logical completions in CWC and
RWCA differ, we also compare against a Baseline
Bias Context (BBC) condition, to establish default
model preference for the target factual completion
in the presence of the new subject noun phrase.

Experiments We compare proportion of CWC-
congruent completions across conditions. Good
performance will assign high values in the CWC
condition and low values in the RWCA condition.

Small-scale Large-scale
CWC RWCA BBC CWC RWCA BBC

GPT2 66.7 66.7 333 358 322 72.6
GPT3 62.5 333 500 47.6 32.2 73.8
BERT 45.8 333 50.0 53.0 53.0 71.5
RoBERTa  50.0 500 50.0 357 31.3 72.5
MPNet 375 333 62.5 414 323 68.5

Model

Table 6: Percentage of preference for CWC-congruent
completion (e.g., “fish”) in Exp3. In the CWC condition,
higher values reflect better predictions. In the CWCA
condition, lower values reflect better predictions. The
BBC condition establishes models’ default preference
for the CWC-congruent completion.

Results Table 6 shows the results. In the small-
scale dataset, most models show a similar prefer-
ence in CWC and RWCA, suggesting again that
their predictions are largely driven by lexical trig-
gers. Only GPT-3 shows substantial difference be-
tween CWC and RWCA, indicating finer-grained
sensitivity to counterfactual structures. This sen-
sitivity is, however, less pronounced in the large-
scale dataset. Closer inspection suggests that GPT-
3’s specific success on the small-scale data may
in fact be attributable to canceling out of lexical
triggers: in the small-scale dataset, there are lexical
triggers supporting both continuations (see A.1 for
more illustration of the characteristics of the small-
scale dataset), which may cause lexical cues to
cancel out, enabling more influence from other lin-
guistic cues. To take one example, the small-scale
dataset contains the item “If Helen had received

her student loan, her bank balance would now be
in credit. When she checked her bank balance she
was worried/happy about her finance.” In this
item, among the lexical triggers (“student loan”,
“in credit”, “bank balance”) there are potential asso-
ciations with both the CWC-congruent completion
“worried” and the CWC-incongruent completion
“happy”. By contrast, in the large-scale dataset,
the major lexical trigger (“vegetarians”) always
favors the CWC-incongruent continuation (“cab-
bages”), causing strong lexical bias against the
CWC-congruent continuation (see Appendix A.4
for further analysis on the role of conflicting lexical
triggers and other linguistic factors). This suggests
that GPT-3 does show real sensitivity to linguis-
tic indicators of counterfactuals, but the effect of
superficial lexical cues remains strong.

5 Conclusion

The experiments above have shown that when pre-
sented with counterfactual situations, PLMs are
able to prefer completions that conflict with world
knowledge—and counterintuitively, this sensitivity
appears better in cases where that world knowledge
is stronger. Our results also indicate, however, that
models are in large part relying on simple lexical
cues to inform these preferences. The only model
that shows more sophisticated sensitivity to fine-
grained linguistic cues separating counterfactuals
from reality is GPT-3—which successfully distin-
guishes conditions based on counterfactual cues,
but nonetheless still shows strong influences from
lexical associative cues. Why might world knowl-
edge aid counterfactual sensitivity? Does GPT-3
truly understand counterfactuals? One possibil-
ity worth considering is that explanations in both
of these cases involve volume of exposure. First,
models’ stronger world knowledge for a given fact
suggests that models have encountered that fact
more often in training—and this may in turn trans-
late to more exposure to that type of knowledge in
counterfactual contexts, enabling more straightfor-
ward memorization-based performance. Similarly,
while GPT-3 may robustly understand counterfac-
tuals, the massive data exposure for that model may
enable a simpler path to success: GPT-3 could sim-
ply have developed lower-level knowledge of how
linguistic cues like “If/had” versus “Because” me-
diate levels of association between nearby lexical
cues and later words. We leave investigation of
these hypotheses for future work.
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Limitations

The datasets in this paper systematically control
lexical cues and world knowledge between criti-
cal conditions, allowing us to tease apart the ef-
fects of statistical heuristics versus reasoning about
causal relations. However, the manipulation brings
unnaturalness to sentences when scaling up into
large-scale synthetic datasets, and constrains the
level of linguistic complexity. As we have seen in
Exp3, the small-scale dataset has more complex
combinations of conflicting lexical triggers than
the large-scale dataset, causing language models
to behave differently across datasets. Though we
further address the effects of conflicting lexical
cues in Appendix A.4, it will be valuable to carry
out additional investigation of effects of sentence
naturalness, and to consider designing large-scale
datasets using naturally-occurring data.

The study raises and leaves open a number of
interesting questions: How exactly might counter-
factual reasoning benefit from world knowledge?
To what extent does GPT-3’s stronger performance
reflect robust logical and counterfactual reasoning?
While we lay out some possible explanations in
the Conclusion and investigate the role of other
linguistic and non-linguistic factors in the above
experiments and in the Appendix, we leave addi-
tional systematic analysis for future work.

Finally, the experiments use English, in which
counterfactual conditionals have distinct and sys-
tematic linguistic markers relative to other types of
conditionals. It would be interesting to investigate
other languages in which counterfactual condition-
als are not marked linguistically, and require world
knowledge to disambiguate. For example, a Chi-
nese conditional could be ambiguous between “if
it had rained today” and “if it rains today”.

Ethics Statement

The datasets were either created and published by
reseachers in psycholinguistics, or synthetically
generated by the authors without use of harmful
information. No experiments involving human sub-
jects were included in the paper. The authors do
not foresee any ethical concerns in this paper.
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A Appendix

A.1 Example items in small-scale dataset

Table 7 shows the example items from Expl and
Exp2 in the small-scale psycholinguistic datasets,
and Table 8 shows the example items from Exp3
in the small-scale dataset. Semantic association be-
tween the target word and key lexical items in the
context is less salient (e.g. “language skills” and
“talk”) in the small-scale dataset as compared to the
association in the large synthetic dataset (e.g. “veg-
etarian” and “carrots”). In particular, sentences
in Exp3 contain lexical triggers that could sup-
port both CWC-congruent and RWCA-congruent
continuations. For instance, the key lexical items
(“student loan”, “bank balance”, “in credit”) could
be logically associated with either of the feelings
(“happy” or “worried”).

Cond

CW  If cats had developed like humans
it would be interesting to hear what they have to
say. Judith would listen to her cat meow/ialk and
throw balls of wool for it to play with.

Sentence

RW  If cats are bored and want something to do they
are usually very good at letting their owners know.

Judith would listen to her cat meow/ialk and throw
balls of wool for it to play with.
BB Judith would listen to her cat meow/alk and throw

balls of wool for it to play with.

CR If cats had developed like humans
it would be interesting to hear what they have to
say. In reality, Judith listens to her cat meow/talk
and throws balls of wool for it to play with.

Table 7: Example Expl and Exp2 items in small-scale
dataset (logical completion underlined).

Cond Sentence

CWC

If Helen had received her first student loan, her
bank balance would now be in credit. When
she checked her bank balance today she was

worried/ with her financial situation.

RWCA Because Helen had received her first student loan,
her bank balance was now in credit. When she
checked her bank balance today she was wor-
ried/| with her financial situation.

BBC  When she checked her bank balance today she was

worried/ with her financial situation.

Table 8: Example Exp3 items in small-scale dataset
(logical completion underlined).

A.2 Generation process of dataset

We design our synthetic dataset to parallel the psy-
cholinguistic stimuli. We design a series of causal
event pairs (e.g. “like”/*feed”), and situate these
pairs within counterfactual conditional templates
(e.g. “if subject1 liked objectl, subject2 would feed
subject] with object2”). For each subject/object
slot, we define a class of nouns satisfying both se-
lection restriction of the verb and world knowledge.
For example, in the template sentence "if subjectl
liked vegetables, families would feed them with
cabbages/chicken", subject] can be carnivores (e.g.
“cats/lions/tigers”). We then vary lexical items in
each subject/object slot, and other linguistic mark-
ers (e.g. modal, tense) in the template. Table 9
shows examples illustrating the data generation
from a sample event in the CW-condition in Expl.
Exp2 and Exp3 use the same template and we ma-
nipulate the syntactic structure or informativity of
the subject as described in Section 3 and Section 4.
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Condition Sentence

Original If cats were vegetarians, families
would feed them with cabbages.

Subject; If dogs were vegetarians, families
would feed them with cabbages.

Object;  If cats were greens, families would
feed them with cabbages.

Subjects If cats were vegetarians, breeders
would feed them with cabbages.

Objecto If cats were vegetarians, breeders
would feed them with cabbages.

Modal If cats were vegetarians, families
might feed them with cabbages.

Tense If cats had been vegetarians, families

would have fed them with cabbages.

Table 9: Illustration of data generation process in large-
scale synthetic dataset. Different sentences can be gener-
ated based on the original sentence by changing lexical
items in subject and object positions.

A.3 Correlation with world knowledge

Table 10 shows the correlation between the robust-
ness of world knowledge representation and the
strength of counterfactual preference in CW condi-
tion. Across all language models there is a signifi-
cant correlation, with all correlation coefficients at
or above (.69, indicating that language models ben-
efit from a good representation of world knowledge
for this counterfactual task.

Small-scale Large-scale

Model
coef p coef p
GPT2 86 <.001%%* .82 <.001%**
GPT3 .70 .004%* T4 <.001%**
BERT 91 .001** .69 <.001%***
RoBERTa .86 .00 T <.001%**
MPNet .88 <.001*** .61 <.001%***

Table 10: Correlation between robustness of world
knowledge encoding and strength of counterfactual
preference in CW condition. p < .05%, p < .01%*,
p < .001%**

A.4 Follow-up analysis on GPT-3’s success

The previous experiments indicate that GPT-3 has
the best performance in counterfactual tasks. We
also find that GPT-3’s success differs non-trivially
between small-scale and large-scale datasets. In
Exp2, GPT-3 is more successful on the large-scale
dataset. By contrast, in Exp3, GPT-3 is more suc-
cessful on the small-scale dataset. What kind of

linguistic factors are driving the success of GPT-
3? Why is there an asymmetry between GPT-3’s
performance on the small-scale and large-scale
datasets? We speculate that there are two possi-
ble reasons related to the design and characteristics
of the small-scale and large-scale datasets. First,
the linear distance between lexical triggers and tar-
get positions in the large-scale dataset is not con-
trolled as carefully as in the small-scale dataset.
Second, lexical triggers in the large-scale dataset
always favor a specific continuation, whereas in
the small-scale dataset the cue can support both
continuations.

In this experiment, we further explore these ques-
tions by investigating to what extent GPT-3’s suc-
cess relies on other linguistic factors. We first de-
sign a Baseline dataset by selecting a subset of
the large-scale dataset from Exp3, with the crite-
rion that the selected items have no strong bias
toward either completion in the Baseline Bias Con-
text (BBC) condition (see examples in Table 11).
Next, we test GPT-3’s sensitivity to three classes
of linguistics features: conflicting lexical triggers,
linear distance to target position, and several other
linguistic markers. We manipulate these linguistic
features in the items of the CWC and RWCA condi-
tions, to form three new datasets. The Cue dataset
introduces a conflicting cue via a discourse connec-
tive “rather than” (see examples in Table 12). The
Distance dataset changes the position of the con-
flicting lexical cues by using the discourse connec-
tive “instead of” (see examples in Table 13). The
Marker dataset manipulates other fine-grained lin-
guistic markers including sentence boundary, tense,
discourse connective (see examples in Table 14).
There are 10,000 items in total. We again calcu-
late percentage of items in which the model prefers
CWC-congruent continuations.

Baseline We test GPT-3’s preference for CWC-
congruent continuations in the Baseline dataset
to establish a baseline comparison for subsequent
analysis. The results are shown in the right-hand
column of Table 11. Similar to the results in Sec-
tion 4, GPT-3 shows a greater preference for CWC-
congruent continuations in the CWC condition than
in the RWCA condition, even when there is not a
strong preference in the BBC condition, which in-
dicates GPT-3’s sensitivity to counterfactual struc-
ture.
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Condition Sentence GPT-3
CWC If the pet had loved , 3438
it would be very surprising. In
fact, people feed the pet with
Sfish/
RWCA  Because the pet loved Lit 273
was very surprising. In fact, people
feed the pet with fish/
BBC In fact, people feed the pet with 42.5

fish/

Table 11: Baseline dataset: Example items and percent-
age of preference for CWC-congruent completion (e.g.,
‘6ﬁsh’7).

Conflicting lexical cue Next, in the Cue dataset
we test to what extent GPT-3’s performance reflects
canceling out of lexical cues, by adding a conflict-
ing lexical cue to the context, licensed by the dis-
course connective “rather than”. Though a new
conflicting lexical cue appears, the logical comple-
tion should remain the same. Table 12 (right-hand
column) shows that GPT-3 is greatly affected by the
presence of conflicting lexical cues. After inserting
the conflicting cue (e.g., “meat”) into context, the
percentage of CWC-congruent continuations (e.g.,
“fish”) increased in both CWC and RWCA condi-
tions, indicating a strong effect from the presence
of a conflicting lexical cue.

Condition Sentence GPT-3
CwWC If the pet had loved 48.5
(Rather)  rather than meat, it would be very
surprising. In fact, people feed the
pet with fish/.
RWCA  Because the pet loved 47.0
(Rather) rather than meat, it was very sur-

prising. In fact, people feed the pet
with fish/.

Table 12: Cue dataset: Example items and percentage of
preference for CWC-congruent completion (e.g., “fish”).

Linear distance to target Next, we use the Dis-
tance dataset to test the extent to which the salience
of lexical cues is affected by distance from the tar-
get word. To do this, we move the conflicting lexi-
cal cues to the beginning of the sentence, using the
discourse connective “instead of”. As a result, the
conflicting cue (e.g. “meat”) is moved farther away
from the target, compared to it in Cue dataset. Ta-
ble 13 (right-hand column) shows the results. The
model is less likely to predict the CWC-congruent
continuation (e.g., “fish”) in both conditions. The

result suggests that linear distance from lexical cues
to the prediction target has a strong impact.

Condition Sentence GPT-3
CWC If instead of meat, the pet had loved 28.5
(Instead) , it would be very surpris-

ing. In fact, people feed the pet with

Jish/
RWCA Because instead of meat, the pet 33.8
(Instead) loved , it was very sur-

prising. In fact, people feed the pet
with fish/.

Table 13: Distance dataset: Example items and percent-
age of preference for CWC-congruent completion (e.g.,
‘Lﬁsh”).

Other linguistic markers Finally, we use the
Marker dataset to probe how other fine-grained lin-
guistic markers affect the accuracy of predictions in
counterfactual sentences. We test the effect of sen-
tence boundaries (indicated by a period), discourse
connectives (indicated by “In fact”) and tense. All
three manipulations make CWC-congruent continu-
ations less coherent relative to the CWC condition
in the Baseline dataset, while the tense and sen-
tence boundary manipulations additionally cause
the RWCA-congruent continuation to become more
logical. Table 14 (right-hand column) shows the
results. GPT-3 shows a fair amount of sensitivity to
these linguistic markers. For the linguistic markers
(tense marker, sentence boundary marker) that shift
the logical completion from CWC-congruent (e.g.
“fish”’) to RWCA-congruent (e.g. “cabbages”), GPT-
3 is less likely to prefer the CWC-congruent com-
pletion, with tense generating the strongest effect.
For the discourse connective manipulation, which
deletes the connective “in fact”, and should de-
crease the preference for the CWC-congruent com-
pletion, GPT-3 instead shows a slightly stronger
preference for those CWC-congruent completions.

A.5 Additional metrics on small-scale dataset

To further evaluate whether models’ success on
counterfactual inference disentangle with the pref-
erence towards a specific continuation, we also con-
duct by-item analysis on the small-scale datasets,
and calculate the proportion of trials in which the
model demonstrates a preference for the logical
completion in both CW and RW conditions for
Expl, and in both CWC and RWCA conditions for
Exp3. Table 15 shows the percentage of preference
for logical completions in both counterfactual and
factual conditions in Exp1l and Exp3. The results
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Condition Sentence GPT-3

Boundary If the pet had loved , 28.7
it would be very surprising, in
fact, people feed the pet with

fish/

Connective If the pet loved ,itwould 35.5
be very surprising. People feed the
pet with fish/.

Tense If the pet had loved it 14.0

would be very surprising. In fact,
people would feed the pet with
Sish/. .

Table 14: Marker dataset: Example items and percent-
age of preference for CWC-congruent completion (e.g.,
6‘ﬁsh’7).

are consistent with the findings we report in Sec-
tion 2 and Section 4. In Expl, GPT-3, RoBERTa
and MPNet show above-chance preference (25%)
for logical continuations in both conditions. In
Exp3, only GPT-3 shows substantial preference for
logical continuations.

Model GPT2 GPT3 BERT RoBERTa MPNet
Expl (CW + RW) 188  50.0 9.4 31.3 28.1
Exp3 (CWC + RWCA) 0 29.2 12.5 4.1 42

Table 15: Percentage of items in which both counter-
factual (CW/CWC) and real scenarios (RW/RWCA) are
predicted correctly in Expl and Exp3.

813



ACL 2023 Responsible NLP Checklist

A For every submission:

¥ Al. Did you describe the limitations of your work?
In page 5 Section Limitations

¥ A2. Did you discuss any potential risks of your work?
Yes, in page 5, Section Ethics statement

¥ A3. Do the abstract and introduction summarize the paper’s main claims?
In Section I Introduction and in abstract

A4. Have you used Al writing assistants when working on this paper?
Left blank.

B ¥ Did you use or create scientific artifacts?
In Section 2, 3, 4.

¥/ B1. Did you cite the creators of artifacts you used?
Yes, in Section 2 and Section 4.

v B2. Did you discuss the license or terms for use and / or distribution of any artifacts?
The dataset is publicly available without a license

v B3. Did you discuss if your use of existing artifact(s) was consistent with their intended use, provided
that it was specified? For the artifacts you create, do you specify intended use and whether that is
compatible with the original access conditions (in particular, derivatives of data accessed for research
purposes should not be used outside of research contexts)?

In Section 2, 3, 4.

¥f B4. Did you discuss the steps taken to check whether the data that was collected / used contains any
information that names or uniquely identifies individual people or offensive content, and the steps
taken to protect / anonymize it?
In Section Ethics statement

¥/ B5. Did you provide documentation of the artifacts, e.g., coverage of domains, languages, and
linguistic phenomena, demographic groups represented, etc.?
Yes, in Section 2 and Section 4.

¥f B6. Did you report relevant statistics like the number of examples, details of train / test / dev splits,
etc. for the data that you used / created? Even for commonly-used benchmark datasets, include the
number of examples in train / validation / test splits, as these provide necessary context for a reader
to understand experimental results. For example, small differences in accuracy on large test sets may
be significant, while on small test sets they may not be.
Left blank.

C ¥ Did you run computational experiments?
In Section 2, 3, 4.
C1. Did you report the number of parameters in the models used, the total computational budget
(e.g., GPU hours), and computing infrastructure used?

We are using pre-trained language models and it takes about two hours to run the experiment on
google colab platform without a GPU

The Responsible NLP Checklist used at ACL 2023 is adopted from NAACL 2022, with the addition of a question on Al writing
assistance.

814


https://2023.aclweb.org/
https://2022.naacl.org/blog/responsible-nlp-research-checklist/
https://2023.aclweb.org/blog/ACL-2023-policy/
https://2023.aclweb.org/blog/ACL-2023-policy/

v C2. Did you discuss the experimental setup, including hyperparameter search and best-found

hyperparameter values?
We discuss experiment set up in subsection Experiments

v C3. Did you report descriptive statistics about your results (e.g., error bars around results, summary

statistics from sets of experiments), and is it transparent whether you are reporting the max, mean,
etc. or just a single run?

we report percentage of preference for one context-congruent continuation over context-incongruent
continuation

C4. If you used existing packages (e.g., for preprocessing, for normalization, or for evaluation), did
you report the implementation, model, and parameter settings used (e.g., NLTK, Spacy, ROUGE,
etc.)?

Not applicable. Left blank.

D Did you use human annotators (e.g., crowdworkers) or research with human participants?
Left blank.

g

g

d

D1. Did you report the full text of instructions given to participants, including e.g., screenshots,
disclaimers of any risks to participants or annotators, etc.?
Not applicable. Left blank.

D2. Did you report information about how you recruited (e.g., crowdsourcing platform, students)
and paid participants, and discuss if such payment is adequate given the participants’ demographic
(e.g., country of residence)?

Not applicable. Left blank.

D3. Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? For example, if you collected data via crowdsourcing, did your instructions to
crowdworkers explain how the data would be used?

Not applicable. Left blank.

D4. Was the data collection protocol approved (or determined exempt) by an ethics review board?
Not applicable. Left blank.

D5. Did you report the basic demographic and geographic characteristics of the annotator population
that is the source of the data?
Not applicable. Left blank.

815



