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Abstract

Document-level relation extraction (DocRE)
aims to infer complex semantic relations among
entities in a document. Distant supervision
(DS) is able to generate massive auto-labeled
data, which can improve DocRE performance.
Recent works leverage pseudo labels generated
by the pre-denoising model to reduce noise in
DS data. However, unreliable pseudo labels
bring new noise, e.g., adding false pseudo la-
bels and losing correct DS labels. Therefore,
how to select effective pseudo labels to denoise
DS data is still a challenge in document-level
distant relation extraction. To tackle this issue,
we introduce uncertainty estimation technol-
ogy to determine whether pseudo labels can be
trusted. In this work, we propose a Document-
level distant Relation Extraction framework
with Uncertainty Guided label denoising, UG-
DRE. Specifically, we propose a novel instance-
level uncertainty estimation method, which
measures the reliability of the pseudo labels
with overlapping relations. By further consider-
ing the long-tail problem, we design dynamic
uncertainty thresholds for different types of re-
lations to filter high-uncertainty pseudo labels.
‘We conduct experiments on two public datasets.
Our framework outperforms strong baselines
by 1.91 F and 2.28 Ign F} on the RE-DocRED
dataset. !

1 Introduction

Document-level Relation Extraction (DocRE) aims
to extract relations among entities in a document.
In contrast to the conventional RE task that mainly
focuses on sentence-level (Zhou et al., 2016; Guo
etal., 2019; Tian et al., 2021), DocRE is more chal-
lenging due to the complex semantic scenarios, dis-
course structure of the document, and long-distant
interactions between entities.

To understand complex inter-sentence entity re-
lations, most existing methods employ transformer-
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A DS document

[1] Mario Bonnard ( 24 December 1889 - 22 March 1965 ) was an Italian actor
and film director.
[2] Bonnard was born and died in Rome.

[11] One of his last film was The Last Days of Pompeii ( 1959 ).
[12] He had to leave production early due to an iliness, so the film had to be
completed by
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Figure 1: An example of the DS document. We present
two types of noise caused by pseudo labels. One is
adding new false labels as shown by the solid red line.
Another is losing the correct DS label as shown by the
red dotted line. We also show the proposed instance-
level uncertainty estimation (UE) scores of pseudo la-
bels. We present partly entities that are marked with
different colors.

based (Huang et al., 2021a; Zhou et al., 2021; Li
et al., 2021) or graph-based models (Nan et al.,
2020; Zeng et al., 2020, 2021) that aggregate effec-
tive entity representations. Although these methods
achieve reasonable performance, they heavily rely
on the large-scale human-annotated corpus, which
is time-consuming and labor-intensive. Distant su-
pervision mechanism (Mintz et al., 2009) provides
large-scale distantly supervised (DS) data auto-
labeled by existing relational triples from knowl-
edge bases (Xie et al., 2021). Recent works observe
that leveraging DS data to pretrain DocRE models
can improve performance by a great margin (Xu
et al., 2021; Yang Zhou, 2022; Wang et al., 2022).

Despite a great quantity of training data auto-
labeled by distant supervision can enhance the per-
formance of the model, noisy labels in DS data
are non-negligible. Yao et al. (2019) show that
there are 61.8% noisy inter-sentence instances in
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their provided document-level distant relation ex-
traction dataset. Current efforts (Xiao et al., 2020;
Tan et al., 2022a) to alleviate the noise problem
mainly employ a pre-denoising model. They train
a DocRE model on human-annotated data first and
then re-label DS data by the trained model.

However, the above methods still persist the risk
of noise induction in the DS data due to false pos-
itive re-labeling. Besides, false negative pseudo
labels also lead to the loss of effective labels in DS
data. As shown in Figure 1, we obtain an extra
false instance (The Last Days of Pompeii, Mario
Bonnard, composer) and lose the correct DS in-
stance (Mario Bonnard , Rome, place of birth),
when merely relying on pseudo labels. Thus, how
to mitigate noise caused by pseudo labels and take
full advantage of DS data is still a challenge in
document-level distant RE.

In this work, we propose a Document-level
distant Relation Extraction framework with
Uncertainty Guided label denoising, UGDRE. We
first train a pre-denoising DocRE model with both
DS and human-annotated data to generate pseudo
labels. Since false pseudo labels predicted by
the pre-denoising model are inevitable, we intro-
duce Uncertainty Estimation (UE) to determine
whether model predictions can be trusted or not. As
shown in Figure 1, we can remove the false positive
pseudo instance (The Last Days of Pompeii, Mario
Bonnard, composer) according to its high uncer-
tainty score. In this way, we can abstain from unre-
liable decisions of the pre-denoising model, which
can mitigate the risk of false pseudo labels. Con-
sidering there might be multiple relations between
an entity pair, we propose an instance-level UE
method to capture uncertainty scores for overlap-
ping relations. Moreover, we design a re-labeling
strategy with dynamic class uncertainty thresholds
by taking the DocRE long-tail problem into account
to obtain high-quality DS data. With the proposed
uncertainty guided label denoising mechanism, we
design a multi-phase training strategy to further
boost the performance of our final DocRE model.

The main contributions of our work are summa-
rized as follows:

* We propose a document-level relation distant
extraction framework with uncertainty guided
label denoising, which greatly improves the
label quality of DS data.

* We propose a novel instance-level uncertainty
estimation method for overlapping relations

to measure the reliability of instance-level
pseudo labels.

* We design an iterative re-label strategy with
dynamic class uncertainty thresholds for the
problem of long-tail in DocRE to filter high
uncertainty pseudo labels.

* The proposed framework achieves significant
performance improvements over existing com-
petitive baselines on two public datasets. Ex-
tensive experiments illustrate that the perfor-
mance of baselines trained on our denoised
DS (DDS) data is obviously improved.

2 Related Work

Sentence-level Relation Extraction. Conven-
tional works on RE mainly focus on sentence-level
supervised relation extraction (Zhou et al., 2016;
Guo et al., 2019; Sun et al., 2022). Although these
models achieve great success in RE, they primar-
ily rely on the large-scale human-annotated cor-
pus that needs time-consuming labels. Therefore,
early works prefer to use extra data that are auto-
labeled by distant supervision (DS) (Zeng et al.,
2015; Huang et al., 2021b; Peng et al., 2022; Qin
et al., 2018). However, the noisy labels caused by
distant supervision will influence the performance
of these models. Thus, various works are proposed
to select effective instances, separate noisy data,
and enhance the robustness of models. Most of
them tend to perform attention mechanism(Li et al.,
2020; Yuan et al., 2019; Han et al., 2018), nega-
tive training (Ma et al., 2021), reinforcement learn-
ing(Feng et al., 2018), and soft-label strategies (Liu
et al., 2017). However, the above DS methods
mainly focus on sentence-level RE, which can not
be transferred to DocRE directly.

Document-level Relation Extraction. DocRE
aims to extract relations between each entity pair
expressed by multiple mentions across the sen-
tences in a document. Different from the conven-
tional sentence-level RE, DocRE needs the ability
to reason relations in a more complex semantic
scene. Existing approaches employ transformer-
based models to extract contextual information
for aggregating entity representations (Yao et al.,
2019; Huang et al., 2021a; Zhou et al., 2021; Li
et al., 2021). To further capture non-local syn-
tactic and semantic structural information, some
works construct document-level graphs and aggre-
gate graph representations by Graph Neural Net-
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Figure 2: The overview of our UGDRE framework. It contains four key parts as follows: (a) Pre-denoising DocRE
model; (b) instance-level UE of pseudo instances generated by Pre-denoising RE model; (c) Label denoising strategy
to re-label with pseudo instances that contain low uncertainty scores; (d) Iterative training strategy for further

re-label and improve the performance.

works (GNN) (Sahu et al., 2019; Wang et al., 2020;
Eberts and Ulges, 2021; Christopoulou et al., 2019;
Nan et al., 2020; Zeng et al., 2020; Wang Xu and
Zhao, 2021; Zeng et al., 2021; Sun et al., 2023).
Recent works observe that utilizing large-scale
auto-labeled data generated by distant supervision
(Mintz et al., 2009) to pretrain the DocRE model
can attain great performance improvements (Xu
et al., 2021; Yang Zhou, 2022; Wang et al., 2022;
Hogan et al., 2022). Most of them directly uti-
lize the DS data and ignore the accuracy of DS la-
bels. To obtain high-quality DS data, several meth-
ods introduce re-label strategies based on the pre-
denoising RE model trained on human-annotated
data (Xiao et al., 2020; Tan et al., 2022a). However,
these methods ignore the noise caused by pseudo
labels. In this work, we introduce uncertainty esti-
mation to determine the reliability of pseudo labels,
which can reduce the noisy pseudo labels to further
improve the quality of DS data.

3 Methodology

In this section, we introduce our proposed frame-
work in detail. As shown in Figure 2, our UG-
DRE contains four key components: (1) Training
a document-level pre-denoising model by the origi-
nal DS and human-annotated training data; (2) Es-
timating uncertainty scores of pseudo labels gener-
ated by the pre-denoising model; (3) Denoising the
DS data by pseudo labels and uncertainty scores;
(4) Leveraging a multi-phase training strategy to
iteratively train the DocRE model by denoised DS

(DDS) data and human-annotated data.

3.1 Problem Formulation

Given a document D = {s;}!_;, which is com-
posed of ¢ sentences. Each document contains a
set of entities E' = {e;}{_;, where ¢ is the number
of entities. An entity might be mentioned multiple
times in a document, formulated as e¢; = {m J 1
where p; is the number of times the entity e; is men-
tioned. The aim of the document-level relation ex-
traction is to predict relation types between entities,
formulated as {(e;,e;,7)|ei,ej € E,rp € R},
where R is the set of pre-defined relation types. In
addition, there can be more than one relation type
between a specific entity pair in a document. Thus,
the DocRE task can be regarded as a multi-label
classification task. In the document-level distant
relation extraction setting, we have a clean human-
annotated dataset and a distantly supervised dataset,
while the quantity of DS data is significantly larger
than the human-annotated data.

3.2 Document-level Pre-denoising Model

In order to alleviate the noisy label problem in
the DS data, we construct a pre-denoising DocRE
model to generate pseudo labels. As shown in
Figure 2(a), we adopt BERT (Devlin et al., 2019)
to capture the contextual representation {z;}7" ,,
where n is the number of tokens in a document.
We also adopt a dropout layer to enhance the gen-
eralization ability of our DocRE model.

To capture non-local dependency among entities,
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we construct a graph for each document. Specifi-
cally, we take all tokens in a document as nodes and
connect them using the task-specific rules: (1) To
capture the semantic information of mentions, to-
kens belonging to the same mention are connected.
(2) To capture interactions between mentions, to-
kens of mentions belonging to the same entities
are connected. (3) To capture the interactions of
entities, tokens of entities that co-occur in a single
sentence are connected.

We construct the adjacency matrix according
to the document graph and apply Graph Convolu-
tional Networks (GCN) to capture graph represen-
tations {g; }?"_,, which is formulated as follows:

gi=p|> AWz +b]|, (1)
j=1

where W € R%*? and b € R? are trainable param-
eters. z; is the contextual representation of j-th
token, which is introduced above. A;; is the ad-
jacency matrix of the document graph. p is the
activation function. To obtain the global repre-
sentations {h;}" ;, we concatenate the contextual
representations {z; }?_; and graph representations
{9i}7, as follows:

hi = [z, gi)- (2)

Following Zhou et al. (2021), we also apply log-
sumexp pooling (Jia et al., 2019) to obtain entity
representations {e;}{_;. Finally, group bilinear
(Van Amersfoort et al., 2020) is utilized to obtain
the probabilities {pfj}i\gl of each class c¢ for the
entity pair (e;, e;) to predict relation types.

3.3 Instance-level Uncertainty Estimation

Uncertainty Estimation (UE) is a vital technol-
ogy for misclassification detection (Vazhentsev
et al., 2022), out-of-distribution instances detection
(Van Amersfoort et al., 2020), and active learning
(Burkhardt et al., 2018). In order to model the
uncertainty in pre-denoising DocRE model, we in-
troduce the Monte Carlo (MC) dropout (Gal and
Ghahramani, 2016) technology into the DocRE
task. As a popular UE technology, MC dropout
is formally equivalent to approximate Bayesian
inference in deep Gaussian processes (Gal and
Ghahramani, 2016). This method requires multiple
stochastic forward-pass predictions with activated
dropout to capture the model uncertainty.
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Figure 3: An example of our instance-level UE score for
each predicted positive relation between an entity pair.
We present two overlapping relations predicted by the
pre-denoising model between an entity pair (The Last
Days of Pompeii, Mario Bonnard).

Previous works based on MC dropout (Gal et al.,
2017; Vazhentsev et al., 2022) calculate the uncer-
tainty score of the model prediction as follows:

1 1 X
_ il c_ ¢)2
U’S—Nc CZ:;(Nt tz:;(pt p) )7 (3)

where N, is the number of the class number. NV;
is the number of stochastic forward passes. pf is
the probability of the c-th class at ¢-th stochastic
forward passes. p° = - SVt p¢is the average
probability of the c-th class.

The above uncertainty estimation method pro-
vides one uncertainty score for each prediction.
However, there exist multiple relations for one en-
tity pair, which can be called overlapping relations.
Intuitively, different overlapping relations should
have their own uncertainty scores. As shown in Fig-
ure 3(a), there are two different types of relations
between an entity pair (The Last Days of Pompeii,
Mario Bonnard). It is hard to separate the false
positive pseudo label composer and correct posi-
tive pseudo label director by previous UE methods
(Gal et al., 2017; Vazhentsev et al., 2022).

To solve this issue, we modify the estimation
process to obtain the instance-level UE score for
each positive pseudo label between an entity pair,
which can be seen in Figure 3(b). Inspired by AT-
LOP (Zhou et al., 2021) that introduces a threshold
class ¢ to separate positive and negative relation
classes. We calculate the adaptive threshold score
7;; for entity pair (e;, e;) as follows:

1Oy
sz;%“ )

where pfjt is the probability of the threshold class
for entity pair (e;, e;) at t-th stochastic forward
passes. NV, is the number of stochastic forward
passes. Then, we regard classes of which average
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Figure 4: The distribution of UE scores of several rela-
tion types.

probability p¢; = N% SN p§;; are higher than the
threshold 7;; as positive classes. If all the class
probabilities are lower than the probability of the
threshold class, we regard “NA (no relationship)”
as the relationship type for the entity pair. Then,
we calculate the uncertainty score of each positive
class for entity pair (e;, e;) as follows:

N¢
ui =R, ;1: (Pije = Pi5)" " € {py > 7},

&)

where pf;t is the probability of the positive class
c* at t-th stochastic forward passes. pf; =
N% Ei\ﬁl p§; is the average probability of the posi-
tive class c*.

In this way, we can obtain each positive pseudo
label with its uncertainty score between an entity
pair, which is shown in Figure 2(b). Each pseudo
instance is formulated as (e;, e, 7cx, uf; ).

3.4 Uncertainty Guided Label Denoising

After obtaining instance-level pseudo labels and
their corresponding uncertainty scores, we re-label
DS data by the proposed uncertainty-guided de-
noising strategy (Figure 2(c)). We observe that
the distribution of uncertainty scores for each re-
lation class is obviously different, which is shown
in Figure 4. Moreover, it can be observed that fre-
quent classes usually contain lower average uncer-
tainty than long-tail classes. Therefore, considering
the long-tail problem in the DocRE task, we pro-
pose dynamic class uncertainty thresholds to filter
pseudo labels with high uncertainty. For each class
of relation, the corresponding uncertainty threshold

is calculated as follows:

n
N

D (g —u), ()

=1

1

b
ler =W N NT 1

where ulc* is the uncertainty score of the /-th pseudo

* .
ui 1is the

instance of class ¢*. u¢" = Nin Z;i%
average of uncertainty scores for class ¢* in all
pseudo instances. N_ is the quantity of pseudo
instances that belong to class c*.

In our re-label strategy (Figure 2(c)), for each
entity pair (e;, e;), we replace the original DS label
with the pseudo label r.« that contain the lower un-
certainty score uf; than its class uncertainty thresh-
olds 7.~. In this way, we are able to reduce false
positive pseudo labels and keep correct DS labels
with high-quality pseudo labels. Besides, to reduce
false negative pseudo labels, we keep the origi-
nal DS positive labels where do not exist positive
pseudo labels between an entity pair.

Algorithm 1 Multi-phase Training Strategy
Define: Human-annotated training and test data:
HA and DT, DS data: DS, Iteration: K, DocRE
Model: M, Pseudo labels with UE: PU, Denoised
DS data: DDS, Relations: T R.
Require: DS, HA, K, M.
Ensure: K > 0.

Mpretrain < Train (M, DS)

Mfinetune < Train (Mpretraina HA)

fori=1;:<=K;i++do

1. PU < Predict (M finetune, DS)

2. DDS <« Denoise (DS, PU)

3. M < Reinitialized (M finetune)

4. Myretrain < Train (M, DDS)

5. Mfinetune < Train (Mpretrain7 HA)

6. DS+ DDS

end for

TR < Predict (M finetune, DT)

return TR

3.5 Multi-phase Training Strategy

In order to take full advantage of the DS data for
further boosting the performance of the DocRE
model, we design a multi-phase training strategy
to iteratively re-label the DS data, which is shown
in Algorithm 1. We introduce the overall process
as follows. (1) We train the initial pre-denoising
RE model with the original DS data and human-
annotated data. (2) We leverage the pre-denoising
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DocRED Re-DocRED

Model Dev Test Dev Test

i Ign I al Ign F1 13 Ign I F Ign Fy
ATLOP (Zhou et al., 2021) 63.42 6157 6348 6143 7434 73.62 7423 73.53
DocuNet (Zhang et al., 2021) 6435 6266 64.00 6193 7622 7550 7535 74.61
NCRL (Yang Zhou, 2022) 63.87 61.65 6345 6098 7585 7491 7590 75.00
SSR-PU (Wang et al., 2022) 63.00 6043 62.66 59.80 76.83 7557 7623 7496
KD-NA* (Tan et al., 2022a) 64.17 62.18 64.12 6177 76.14 7525 76.00 75.12
KD-DocRE* (Tan et al., 2022a) 64.81 62.62 64.76 6256 7647 7530 76.14 7497
UGDRE (Ours) 65.71 63.62 65.58 63.26 7828 7732 78.14 77.24

Table 1: Experimental results on public datasets: DocRED and Re-DocRED dataset. The baselines are trained with
both DS data and human-annotated training data. The test results of DocRED are obtained from the leaderboard
submission. Results of DocRED with * are from Tan et al. (2022a)

RE model to generate pseudo instances with un-
certainty scores on DS data. (3) We perform a
re-label strategy to obtain denoised distantly super-
vised (DDS) data. (4) We re-initialize and train the
pre-denoising DocRE with DDS data and human-
annotated data to boost performance. We iterate
the above (2), (3), and (4) phases until we obtain
the best DocRE model.

4 Experiments

4.1 Dataset and Settings

Dataset. DocRED (Yao et al., 2019) is a pop-
ular DocRE dataset with 96 pre-defined rela-
tion types, which is constructed from Wikipedia
and Wikidata. It provides a distant-supervised
dataset with 101873 documents and a large-scale
human-annotated dataset with 5053 documents.
Re-DocRED is a high-quality revised version of
human-annotated documents of DocRED, which
is provided by Tan et al. (2022b) recently. Re-
DocRED contains 3053, 500, and 500 documents
for training, development, and testing. See Ap-
pendix A.1 for more details.

Settings. Following previous works (Zhou et al.,
2021; Tan et al., 2022a), we adopt BERT} . (De-
vlin et al., 2019) as the context encoder. We use
AdamW (Loshchilov and Hutter, 2019) as the opti-
mizer. We set the learning rate to 3e-5. We apply
warmup for the initial 6% steps. We set the batch
size to 8 for both the training and test process. The
rate of the dropout is 0.25. All hyper-parameters
are tuned on the development set. The experiments
are conducted on a single NVIDIA RTX A6000-
48G GPU. DocRED and RE-DocRED both contain
3053 human-annotated training documents for fine-
tuning and 101873 distantly supervised training
documents for pretraining. Thus, for each dataset,

our framework takes about 55 hours and consumes
about 23G GPU memory for training. Following
Yao et al. (2019), we use F and IgnF7 as the eval-
uation metrics. The IgnF) represents F scores,
which excludes the relational facts shared by the
human-annotated training set.

4.2 Compared Methods

We compare our UGDRE with several strong base-
lines that are trained on both DS and human-
annotated data. ATLOP (Zhou et al., 2021) uti-
lizes an adaptive thresholding loss to solve the over-
lapping relation problem, and adopts a localized
context pooling to aggregate entity representations.
DoculNet (Zhang et al., 2021) regards the DocRE
task as a semantic segmentation task that provides
a new view to extract document-level relations.
NCRL (Yang Zhou, 2022) uses a multi-label loss
that prefers large label margins between the “NA”
relation class and each predefined class. SSR-PU
(Wang et al., 2022) is a positive-unlabeled learn-
ing framework, which adapts DocRE with incom-
plete labeling. KD-DocRE (Tan et al., 2022a) at-
tempts to overcome the differences between human-
annotated and DS data by knowledge distillation.
They also provide the KD-NA (Tan et al., 2022a),
which is pretrained by DS data first and then fine-
tuned by human-annotated data.

4.3 Experimental Results

We compare our UGDRE framework with the
above baselines, which are also based on BERT} 5
(Devlin et al., 2019) and trained on both DS data
and human-annotated data. As shown in Table
1, our framework UGDRE outperforms the previ-
ous baselines on both DocRED and RE-DocRED
datasets. Specifically, our UGDRE achieves 65.71
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Origin After Denoising

Model Dev Test Dev Test Improvement

Fy Ign Fy Va3 Ign Fy I3 Ign Fy Fy Ign Fy AFy Algn Fy
+DocRED
ATLOP 5438 51.62 53.10 50.01 59.00 5635 5834 5535 +5.24 +5.34
DocuNet 53.79 5091 5296 49.69 59.03 56.17 58.05 54.85 +5.09 +5.16
NCRL 5453 51.66 5326 50.03 59.39 56.71 5850 55.46 +5.24 +5.43
KD-NA 54.02 5094 54.10 50.65 58.39 5531 5820 54.79 +4.10 +4.14
UGDRE (Ours) 54.74 5191 5447 5127 59.75 56.84 5892 55.67 +4.45 +4.40
+RE-DocRED
ATLOP 4348 42.69 4259 4177 7599 7486 7529 7416 +32.770  +32.39
DocuNet 4422 4338 43.89 43.02 7638 75.18 75.64 7444 +31.75 43142
NCRL 4471 4387 4409 4323 7639 7519 7569 7450 +31.60  +31.27
KD-NA 4555 4458 4538 4441 7611 7478 7537  74.00 +29.99  +29.59
UGDRE (Ours) 4556 4471 4476 4394 7647 7524 7557 7432 +30.81 +30.38

Table 2: Experimental results of DocRE baselines trained on original DS data and our denoised DS (DDS) data.

Fy and 78.14 Fj on the test set of DocRED and
RE-DocRED datasets, respectively. Our UGDRE
outperforms the KD-DocRE (Tan et al., 2022a) that
leverages knowledge distillation to denoise by 2.00
Fy and 0.82 F} on the test set of RE-DocRE and
DocRED datasets. Moreover, our UGDRE sig-
nificantly outperforms the latest strong baseline
SSR-PU (Wang et al., 2022) by 1.91 F} and 2.28
Ign F} on the Re-DocRED dataset. This suggests
the effectiveness of our uncertainty-guided denoise
strategy.

Besides, we observe that improvements on the
RE-DocRED dataset are obviously higher than Do-
cRED dataset, which can be caused by the fol-
lowing: 1) The RE-DocRED dataset is a revised
version of the DocRED dataset by adding more
positive instances. It alleviates the imbalance prob-
lem of positive and negative instances. 2) The pre-
denoising model trained on RE-DocRED achieves
a higher ability to discover relations, which will
enhance the denoise process.

5 Analysis and Discussion

In this section, we conduct extensive experiments
to further analyze the effectiveness of our proposed
denoising strategy and instance-level UE method.
We also conduct the ablation study to discuss the
contribution of each component of the framework.

5.1 Effectiveness of the Denoising Strategy

In order to intuitively demonstrate the effective-
ness of our uncertainty-guided denoising strategy.
We present experimental results of several DocRE
baselines only trained on original DS data and our
denoised DS (DDS) data. As shown in Table 2, we

publication date country of origin

Origin Origin
90 After Denoising 90 After Denoising

80 80
70 70
60 60
50 50
40 40

100 100

F1
F1

ATLOP NCRL DocuNet KD-NA UGDRE
Model

ATLOP NCRL DocuNet KD-NA UGDRE
Model

(a) Frequent relation. (b) Long-tail relation.

Figure 5: Experiment results for the frequent relation
type publication date and long-tail relation type country
of origin on the RE-DocRED dataset.

can observe that all baselines trained on our DDS
data obtain significant performance improvements
on both DocRED and RE-DocRED. In contrast to
the original DS data, the performance of baselines
trained on our DDS data increases more than 4 I}
and 29 F7 on the test set of the DocRED and RE-
DocRED datasets. This further demonstrates the
effectiveness of our uncertainty guided denoising
strategy.

We observe that when training on original DS
data, the performance of baselines on the RE-
DocRED dataset is obviously lower than the Do-
cRED dataset. This is because there are more pos-
itive instances in the RE-DocRED dataset than in
the DocRED dataset, which makes the noise prob-
lem more obvious. Thus, the performance improve-
ment of models trained on our denoised data will
also be more obvious. The performance improve-
ments of baselines that are fine-tuned on human-
annotated data can be seen in Appendix A.2.

In addition, we also evaluate the performance
of the above models on each relation type. As
shown in Figure 5, the performance improvement
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Figure 6: Case Study. We present several samples from the DS data, which contain original DS labels, pseudo
labels with our proposed instance-level UE scores, and denoised distantly supervised (DDS) labels. We mark the
UE scores that exceed their class uncertainty thresholds with red color.

Model Dev Test

F1 Igl’l F1 F1 Ign F1
SR 7341 7243 7240 71.39
Entropy 74.42 7327 7349 7231
PV Dropout 7554 7441 7487 73.71
UGDRE 7647 7524 75.57 74.32

Table 3: Comparison of uncertainty estimation methods
on Re-DocRED dataset.

of the long-tail relation type country of origin is
obviously higher than the frequent relation type
publication date after training on our denoised data.
This indicates the effectiveness of our dynamic
class uncertainty thresholds designed for the long-
tail problem in DocRE task.

5.2 Effectiveness of Instance-level Uncertainty
Estimation

We compare our proposed instance-level UE with
existing popular UE technologies (Vazhentsev
etal., 2022) as follows: 1) Softmax Response (SR);
2) Entropy; 3) Probability Variance (PV) with MC
dropout. The performance of the DocRE model
trained on denoised DS data that performed dif-
ferent UE technology is shown in Table 3. It can
be observed that the DocRE model based on our
instance-level UE outperforms SR, entropy, and PV
dropout based methods on the test set of the RE-
DocRED dataset. This is because our instance-level
UE provides specific UE scores for different over-
lapping relations, which enables our downstream
uncertainty guided relabel strategy to separate the
false pseudo label from the overlapping relations.

Model Dev Test

2l Ign F1 i Ign I
UGDRE 7828 7732  78.14 77.24
w/o Pretrain  74.25 7336  74.10 73.21
w/o DDS 7691 76.00 76.16  75.23
w/o UE 77.66 7680 76.84  75.99

Table 4: Ablation study on the RE-DocRED dataset.

The experimental results also demonstrate the effec-
tiveness of our proposed instance-level UE method.

5.3 Case Study

We present several samples of DS data that are
denoised by our UGDRE framework in Figure 6.
It can be observed that our framework denoises
the DS data by 1) adding the extra correct posi-
tive instance, such as (Johnnys, April 1962, incep-
tion); 2) Removing false DS instances, such as (My
Grandfather’s Clock, Henry Clay Work, lyrics by).
Moreover, we also present pseudo labels with our
instance-level UE scores to show the process of
re-relabel strategy. As shown in the second and
fourth samples of Figure 6, our framework is able
to reduce the false pseudo labels by their high un-
certainty scores, such as (Kyu Sakamoto, Sukiyaki,
notable work) and (Glenn Frey, Eagles, member

of).

5.4 Ablation Study

To analyze the effectiveness of each component
in our UGDRE framework, we conduct the abla-
tion study by removing different components. As
shown in Table 3, the performance decreases as
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Figure 7: Performance of the model under different
iterations on the test set of RE-DocRED.

removing each component, which demonstrates
the effectiveness of our framework. When we re-
move the pretrain mechanism with DS data, the
DocRE model trained by merely human-annotated
data achieves 74.10 F; and 73.21 Ign F} on the
test set of RE-DocRED dataset. This drop demon-
strates that leveraging DS data can enhance the
performance of the DocRE model. Removing the
denoised distantly supervised (DDS) data leads to
a 1.98 and 2.01 drop in terms of Fj and Ign I} on
the test set of RE-DocRED dataset. This indicates
the significant effect of our uncertainty guided la-
bel denoising strategy. Our UGDRE framework is
also effective on sentence-level distant RE, which
can be seen in Appendix A.3.

As shown in Figure 7, we also present the per-
formance of each iteration of the model that is pre-
trained on DDS and fine-tuned on human-annotated
data. We can observe that the final model perfor-
mance achieves the best by the second iteration
of Algorithm 1, which proves the effectiveness of
our multi-phase training strategy. Moreover, the re-
moval of our instance-level uncertainty estimation
also causes an obvious drop, which illustrates the
importance of estimating uncertainty in our frame-
work.

6 Conclusion

In this paper, we propose a Document-level distant
Relation Extraction framework with Uncertainty
Guided label denoising, UGDRE. Specifically, we
propose instance-level uncertainty estimation to
measure the reliability of pseudo labels. Consider-
ing the long-tail problem, we design dynamic class
uncertainty thresholds to filter high-uncertainty
pseudo labels. Our proposed uncertainty guided de-
noising strategy can improve the quality of DS data.
Experimental results demonstrate that our UGDRE

outperforms competitive baselines. Moreover, ex-
tensive experiments verify the effectiveness of our
label denoising. There are various challenges in
DocRE worth exploring, one is to research the low-
resource relation extraction.

Limitations

In this section, we discuss the limitations of our
proposed framework. Our UGDRE can reduce the
false positive pseudo label by estimating the uncer-
tainty of the model prediction. However, it is diffi-
cult to reduce the false negative pseudo labels by
uncertainty estimation. Our framework also relies
on human-annotated data to train the pre-denoising
model, which causes the sensitivity of our frame-
work to the quality of human-annotated data. Thus,
the improvements of models that continue training
on the DocRED dataset are not as well as on the
RE-DocRED dataset. Moreover, iterative training
introduces additional computing overhead, which
makes the training process time-consuming.
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A Appendix

A.1 Statistics of Datasets

We present statistics of the public DocRE datasets,
including DocRED (Yao et al., 2019), RE-DocRED
(Tan et al., 2022b), and the distantly supervised
data provided by Yao et al. (2019).

Dataset # Document  Avg. # Instance
DocRED-Train 3,053 12.5
DocRED-Dev 1,000 12.3
DocRED-Test 1,000 12.8
Re-DocRED-Train 3,053 28.1
Re-DocRED-Dev 500 34.6
Re-DocRED-Test 500 34.9
Distantly Supervised 101,873 14.8

Table 5: Statistics of the Re-DocRED, DocRED, and
distantly supervised dataset.

A.2 Results of Baselines with Fine-tuning

We present the results of baseline models that are
pretrained on our denoised data and fine-tuned
on the human-annotated data of the RE-DocRED
dataset. As shown in Table 6, the final performance
of most baseline models that are pretrained on our
denoised data is significantly improved.

A.3 Sentence-level Relation Extraction

Our framework can also be applied to the sentence-
level relation extraction task. We reconstruct a
sentence-level relation extraction dataset from the
distantly supervised training data and RE-DocRED
datasets. The sentence-level RE dataset contains
231,107 DS training data, 10,033 human-annotated
training data, 1,862 human-annotated development
data, and 1,794 human-annotated test data. We
perform our UGDRE on the sentence-level RE
task in the same training way. As shown in Table
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Model

DS

After Denoising

Dev Test Dev Test Improvement
a3 Ign Fy Fy Ign Fy I3 Ign Fy I3 Ign i AFy Algn Fy
ATLOP 7434  73.62 7423 7353 7730 7663 7695 7628 272 2.75
DocuNet 76.22  75.50 7535 7461 77.69 7690 77772 7697 237 2.36
NCRL 7585 7491 7590 75.00 77.71 76.84 76.78 7592  0.88 0.92
KD-NA 76.14 75.25 76.00 75.12 78.16 77.23 77.73 76.86 1.73 1.74
UGDRE (Ours) 7691 76.00 76.16 7523 7828 77.32 78.14 7724 1.98 2.01

Table 6: Experimental results of baselines fine-tuned on human-annotated training data of RE-DocRED dataset,

which are pretrained on original DS data and our denoised DS data.

Model Dev Test

Ign Fy Fy Ign Fy
UGDRE-SRE 79.00 78.38 78.52 7794
w/o Pretrain 76.88 7628 76.41 75.86
w/o DDS 78.08 7747 77.68 77.14

Table 7: Experimental results of our framework on
sentence-level relation extraction task.

7, the performance of the final sentence-level RE
model UGDRE-SRE that pretrained on the DDS

data is also improved.
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