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Abstract

Mental disorders affect millions of people
worldwide and cause interference with their
thinking and behavior. Through the past years,
awareness created by health campaigns and
other sources motivated the study of these dis-
orders using information extracted from social
media platforms. In this work, we aim to con-
tribute to the study of these disorders and to the
understanding of how mental problems reflect
on social media. To achieve this goal, we pro-
pose a double-domain adaptation of a language
model. First, we adapted the model to social
media language, and then, we adapted it to the
mental health domain. In both steps, we incor-
porated a lexical resource to guide the masking
process of the language model and, therefore,
to help it in paying more attention to words
related to mental disorders. We have evaluated
our model in the detection of signs of three ma-
jor mental disorders: Anorexia, Self-harm, and
Depression. Results are encouraging as they
show that the proposed adaptation enhances the
classification performance and yields competi-
tive results against state-of-the-art methods.

1 Introduction

Mental disorders are among the most common ill-
nesses worldwide. Some estimates1 indicate that
more than 50% of the population will be diagnosed
with a mental disorder at some point in their lives.
The prevalence of these disorders is highly con-
cerning since they alter the way people think, feel,
and take action, resulting in the incapacity of daily
life routines. In addition, the recent COVID-19
pandemic triggered a serious global social and eco-
nomic disruption, which had a direct effect on peo-
ple’s lives, and brought many challenges that can be

1Center for Disease Control and Prevention,
https://www.cdc.gov/mentalhealth/learn/index.htm

stressful and overwhelming (Li et al., 2020). This
situation was particularly difficult for people with
mental health conditions and caused an increase in
the prevalence of anxiety and depression (World
Health Organization, 2022). There is therefore an
increasing need for developing new tools to moni-
tor the presence of mental disorders and to respond
to early signs of psychological concerns.

Nowadays, social media content is massive and
provides an opportunity to do research on how peo-
ple undergo difficulties. Many people use online
platforms to publicly share their daily routines and
important events, while others take advantage of
the anonymity of these spaces to explicitly discuss
mental health issues and to seek help (Ríssola et al.,
2021; Crestani et al., 2022). In this work, we aim to
contribute to the detection of signs of mental disor-
ders by automatically analyzing social media posts.
This type of analysis is expected to support new
technologies able to warn about the onset of mental
disorders and provide supporting evidence. As ar-
gued by Neuman et al. (2012), these new forms of
screening should not be taken as “magic substitutes
for the human expert” but, instead, as computa-
tional tools that can substantially reduce the work-
load of public health systems, e.g., by facilitating
preventive measures.

Latest developments in Natural Language Pro-
cessing (NLP) encourage the fine-tuning of pre-
trained language models for a wide variety of tasks.
This approach often yields good results, but it is
problematic for tasks where the language is highly
domain-specific (Villa-Cueva et al., 2022), such as
in the case of mental disorders. An alternative is
to pre-train the model –e.g., BERT (Devlin et al.,
2019)– with data from the target domain. How-
ever, pre-training is expensive and complex, and
collecting a sufficiently large training corpus can
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be difficult for certain domains, as exposed by the
creators of MentalBERT (Ji et al., 2022).

Instead of pre-training the model, we propose
to perform a domain adaptation, similar to the one
proposed in (Howard and Ruder, 2018) but refined
in two stages (Villa-Cueva et al., 2022) that exploit
a novel lexicon-driven learning. This process takes
an already trained model and continues its training
using a (relatively) small corpus focused on the
target domain (Gururangan et al., 2020). In partic-
ular, we propose DisorBERT, a two-step domain
adaptation model of BERT for detecting signs of
mental disorders in social media. First, we teach
BERT the general structure of the language used in
social media texts (e.g., in Reddit posts), then we
specialize it in the kind of language used to express
information about mental disorders. Furthermore,
we exploit lexical knowledge to guide the language
model’s masking process. Instead of learning the
occurrence of general words, this “guided masking”
opts to bias the learning process towards words that
are important to the target application, which in our
case is the detection of Anorexia, Depression, and
Self-harm. We can summarize our contributions as
follows:

1. We introduce DisorBERT, a simple yet effec-
tive double-domain adaptation model for de-
tecting signs of mental disorders in social me-
dia.

2. We explore the use of lexical knowledge, ex-
tracted from a depression lexicon, to guide
and enhance the masking process of the lan-
guage model.

3. We empirically evaluate the proposed model
and provide quantitative and qualitative evi-
dence of its robustness for the detection of
signs of Anorexia, Depression, and Self-harm
in social media.

2 Related Work

The detection of mental disorders is an interdisci-
plinary research area that has been fostered thanks
to the current availability of a variety of data
sources and computational models (Velupillai et al.,
2019). In recent years, several works have explored
social media platforms to study the manifestation
of mental disorders (Skaik and Inkpen, 2020; Rís-
sola et al., 2021). Social media sources have been
exploited to detect features that help to identify

signs of need of medical or psychological support
(Calvo et al., 2017). For example, expressions of
distress or negative feelings, particularly published
by young people (Robinson et al., 2016), abound
in online media. A variety of methods have been
applied to find relevant and discriminative patterns
from user-generated text. For example, some stud-
ies employed words or word sequences as features
(Tsugawa et al., 2015; Schwartz et al., 2014; Ning
et al., 2018). Other groups of studies have applied
sentiment analysis techniques to model emotional
properties of users’ posts (Ramírez-Cifuentes and
Freire, 2018; Preoţiuc-Pietro et al., 2015), or ex-
ploited a set of psychological categories to cap-
ture social relationships, thinking styles as well as
individual differences (Coppersmith et al., 2015).
In Cheng et al. (2017) and O’Dea et al. (2017),
the authors explored the association between lin-
guistic inquiry features and suicide risk factors,
extracting patterns in different linguistic profiles.
Similarly, for the detection of signals related to sui-
cide attempts, Coppersmith et al. (2018) used word
embeddings and a bidirectional Long Short-Term
Memory (LSTM) to capture contextual informa-
tion. Furthermore, for detecting suicidal ideation,
Ramírez-Cifuentes et al. (2020) explored the in-
corporation of images into text-based representa-
tions. These authors analyzed the combination
and relationship of textual and visual information,
identifying significant differences in the use of
both. More recently, with the increasing popular-
ity of transformers, BERT-based classifiers have
been fine-tuned for detecting different mental disor-
ders (Martínez-Castaño et al., 2020; Parapar et al.,
2022).

On the other hand, a number of studies have
trained language models for specific domains (Zi-
han et al., 2021). For example, Beltagy et al. (2019)
exploited a large-scale annotated dataset with sci-
entific data to adapt BERT to the scientific do-
main, showing improvements over the BERT base
model in multiple classification tasks. Similarly, in
Lee et al. (2019), BERT was pre-trained on large-
scale biomedical corpora outperforming the orig-
inal BERT in a variety of biomedical text mining
tasks. In recent work, Nguyen et al. (2020) trained
a BERT model with approximately 850M tweets
achieving outstanding results in several tweet anal-
ysis tasks.

Closer to our work, Ji et al. (2022) adapted BERT
to the mental health domain by collecting specific
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Figure 1: General diagram of the double domain adaptation process. It starts with a base language model, and then
it integrates information from Reddit and from mental health information sources. The training of the language
model also incorporates some lexicon knowledge to guide the masking process.

data from Reddit. Their model, named Mental-
BERT, was trained using 13,671,785 sentences for
around eight days using four Tesla v100 GPUs. The
aforementioned pre-training approach is usually ef-
fective, but it is also expensive as collecting a cor-
pus of a suitable size to pre-train BERT can be a big
challenge in many domains. To overcome this is-
sue, we propose to perform a double-domain adap-
tation of BERT, a less-expensive process that takes
advantage of the already trained general model.
We explain this strategy in detail in the following
section.

3 From BERT to DisorBERT: A Mental
Disorder Detection Model

This section introduces DisorBERT, a language
model specially suited for the detection of signs of
mental disorders in Social Media. As mentioned
above, the construction of DisorBERT consists of a
two-stage domain adaptation of BERT. In short, the
idea is to first teach BERT the general structure of
the language used in a large social media platform
(e.g., in Reddit), and next, to specialize the model
in the language of users with mental disorders. This
whole process is depicted in Figure 1.

For domain adaptation, we follow the procedure
suggested by Howard and Ruder (2018) and Wolf
et al. (2022), which consists of continuing BERT’s
pre-training through the fine-tuning of a Masked
Language Model for more epochs. The process
first uses the Reddit corpus for fine-tuning, and
then, in a second adaptation, uses a collection of
documents related to mental health. The idea is to
adapt the language model from the general data of

Wikipedia and books corpora (BERT’s sources for
training) to the more specific language of Reddit
and mental health. For this process, we trained our
model for three epochs, using a batch size of 128,
a learning rate of 2e−5, on a GPU NVIDIA Tesla
V100 32GB SXM2. It is particularly relevant to
note that, in each of these steps, we employed a
depression lexicon to guide the model’s masking
process and, therefore, to bias the learning towards
words that are important to the target application
domain.

3.1 Adapting the Model to Reddit
The first step of our domain adaptation involves
the adjustment of the model to the language style
used in social media sources. To this end, we used
the corpus from Kim et al. (2019), which contains
pre-processed posts from Reddit for the task of
text summarization. There are more than 120k
text-summary pairs discussing diverse topics and
interests; for our experiments, we used both.

As data pre-processing, we concatenated all the
examples and then split the whole corpus into
chunks of equal size (128 words). The next step
was to mask some of the words in each batch,
picking 20% of them. It is worth mentioning that
this percentage is within the typical range used for
BERT, and it is a common choice in the literature.
In Subsection 3.3, we explain in more detail the
masking strategy.

3.2 Adapting the Model to Mental Health
Our second step adapts the model to the mental
health domain. To accomplish this, we used four
datasets extracted from subreddits containing infor-
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mation related to mental health and depression2,3,4.
Overall, we obtained more than 105k posts related
to mental disorders. Focusing on these topics, our
model can learn to identify how users with mental
disorders express themselves as well as the lan-
guage they use in social networks. Observe that
this includes text from a large variety of users (e.g.,
some users may express negative feelings in their
publications but they might not suffer from psycho-
logical problems).

In this case, we also concatenated all the exam-
ples and split the whole data set into chunks for the
fine-tuning of the language model.

3.3 Guided Masking of Language Model

In order to improve the learning process, we in-
corporate lexical knowledge related to mental dis-
orders. To train masked language models, it is
common to employ random masking. This tech-
nique consists of selecting a random number of
words within a sentence and asking the model to
predict the hidden word. With this technique, the
main idea is that the model can learn the context
in which words occur. For our study, we incor-
porated knowledge from a lexical resource during
the masking process. Instead of randomly masking
words, we first checked if the text had words from
our lexicon. If so, the lexicon words are masked
to begin the training. In the event that the masked
words within the original text did not complete the
required 20%, we added additional random words
to the masking. This new form of masking helps
the model pay more attention to words that are re-
lated to mental disorders. The hypothesis is that
the model built in this way should be able to more
easily identify users who show signs of disorders.
Once the model has been trained, we can proceed
to specialize it in the downstream detection tasks
by applying a traditional fine-tuning process.

The reference resource for the proposed “guided
masking” is a depression lexicon built by Losada
and Gamallo (2020). This is one of the few pub-
licly available lexicons focusing on depression. Its
word list resulted from expanding an already ex-
isting terminological resource by exploiting distri-
butional strategies and lexical relationships such

2https://huggingface.co/datasets/ShreyaR/DepressionDetec
tion

3https://huggingface.co/datasets/hugginglearners/reddit-
depression-cleaned

4https://huggingface.co/datasets/jsfactory/mental_health_
reddit_posts

as synonymy. Here, we augmented this lexicon by
adding different verb tenses to all the verbs, for ex-
ample, the verb "abandon" will lead to words such
as "abandons", "abandoned", and "abandoning".
This addition helps to cover cases where people
describe situations not happening in the present
(e.g. when they refer to past events). Observe that
we used a single (depression-oriented) lexicon to
support the identification of risks for three different
tasks, including Anorexia and Self-harm.

4 Experimental Settings

4.1 Collections
For the evaluation, we used the datasets from the
eRisk 2019-2020 evaluation tasks (Losada et al.,
2019, 2020). These tasks propose the detection of
signs of anorexia, depression, and self-harm. Table
1 shows general information about the collections
and how the classes are distributed. For depression,
we used the data set from eRisk 2018 (Losada et al.,
2018) for training our models.

Data set Train Test
P C P C

Anor’19 61 411 73 742
avg # posts 407.8 556.9 241.4 745.1
avg # words 37.3 20.9 37.2 21.7
Dep’20 214 1493 40 49
avg # posts 440.9 660.8 493.0 543.7
avg # words 27.5 22.75 39.2 45.6
SH’20 41 299 104 319
avg # posts 169.0 546.8 112.4 285.6
avg # words 24.8 18.8 21.4 11.9

Table 1: Datasets used for experimentation. P indicates
the positive users and C is used for control users.

The eRisk organizers provided datasets contain-
ing the post history of several users from Reddit.
For each task, we have two categories: i) positive
users affected by either anorexia, depression, or
self-harm, and ii) a control group composed of
people who do not suffer from these mental dis-
orders. For the anorexia and self-harm tasks, the
organizers obtained the positive users searching for
people who explicitly mentioned that they were
diagnosed by a medical specialist with one of these
conditions. Vague expressions like "I think I have
anorexia" or "I am anorexic" were not considered
as expressions of a diagnostic. On the other hand,
the control group contains random users from dif-
ferent subReddits and users who often interact in
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the anorexia, depression, or self-harm threads. This
adds more realism to the data as the control group
includes, for example, expert clinicians who are
active in mental health subReddits because they
give support and advice to other people. Thus, risk
prediction technology cannot be merely based on
distinguishing the topic of the conversations.

For the depression task, organizers asked users
to fill out the BDI questionnaire (Beck et al., 1961)
(thus obtaining the estimated level of severity of
their depression). In the eRisk depression task of
2020, participants were given the thread of users’
social media postings and they were asked to esti-
mate the severity of the depression (where the real
BDI questionnaires acted as the ground truth). For
our study, we exclusively focused on a binary task
(similar to anorexia and self-harm), i.e., to distin-
guish between positive and control users. So, we
split the users into two categories based on the BDI
scores. The positive class contains the users that
obtained 21 or more points in the questionnaire
(according to the medical literature a score higher
than 20 is indicative of the presence of moderate or
severe depression). The control group contains the
rest of the individuals (BDI scores lower than 21).

4.2 Model Configuration

Pre-processing: We performed a simple pre-
processing of the texts by lowercasing all words
and removing special characters like URLs, emoti-
cons, and hashtags.

Training and predictions: For each user, we
separated the post history into N = 35 segments.
We selected this value empirically, after testing
some sizes of sequences recommended in the lit-
erature. For training, we processed each segment
of the post history as an individual input or item
and trained the model. For the test, each segment
receives a label of 1 or 0; then, if the majority of the
items are positive, the user is classified as a possible
case of risk. The main idea is to consistently detect
the presence of major signs of anorexia, depression,
or self-harm through all the user posts.

Parameters: We used the models provided by
HuggingFace v4.24.0 (Wolf et al., 2022), and Py-
torch v1.13.0 (Paszke et al., 2019). In particular,
for training the model we used a batch size of 256,
Adam optimizer, with a learning rate of 1e−5, and
cross-entropy as a loss function. We trained the
models for three epochs using a GPU NVIDIA
Tesla V100 32GB SXM2.

4.3 Baseline Approaches

Bag-of-Words: We employed a traditional Bag-
of-Words (BoW) approach considering word uni-
grams and TF-IDF weights. For feature selection,
we applied the Chi-Square test and used a Support
Vector Machine (SVM) with a linear kernel as a
classifier. We also explored alternative BoW classi-
fiers, but an SVM was the best-performing choice
in our experiments.

Deep Neural Networks: We used CNN and Bi-
LSTM networks. These neural networks used 100
neurons, an Adam optimizer, and Glove (Penning-
ton et al., 2014) embeddings with a dimension of
300. For the CNN, we used 100 random filters of
sizes 1 and 2.

BERT: We employed a BERT-based classifica-
tion model with fine-tuning over each training set.

MentalBERT: This is a pre-trained language
model for the mental healthcare domain. It was
built from a large collection of sentences extracted
from Reddit (Ji et al., 2022). Similar to BERT, we
fine-tuned this model over each training set.

For each baseline, we explored different param-
eters using manual and grid search (depending on
the model) and selected the best-performing set-
ting.

In addition to the previous approaches, we also
compared our results against those of the partici-
pants of the eRisk evaluation shared tasks. For this
comparison, we considered the F1 score, precision,
and recall over the positive class, as reported in
(Crestani et al., 2022).

5 Evaluation and Discussion

Table 2 shows the results of our approach and all
baseline methods. It also includes the results of our
approach using only Reddit adaptation, only mental
health adaptation, and random masking instead of
guided masking.

The first thing to notice is that BERT performed
well but MentalBERT and DisorBERT are bet-
ter choices, highlighting the importance of having
domain-oriented models. Going into detail, we can
observe that most of our proposed models outper-
formed the baselines in terms of F1. Our single-
domain adaptations obtained slight improvement
in comparison with baselines, while the double-
domain adaptation further increased performance,
particularly with the incorporation of lexical knowl-
edge. Here it is important to highlight that the lex-
icon employed is not specific to the language of
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Method Anorexia Depression Self-Harm
Masking F1 P R F1 P R F1 P R

Baselines
BoW-SVM – 0.67 0.85 0.55 0.58 0.56 0.60 0.50 0.95 0.34
RNN-GloVe – 0.65 0.92 0.51 0.58 0.59 0.57 0.57 0.62 0.53
CNN-GloVe – 0.67 0.93 0.52 0.61 0.56 0.68 0.57 0.62 0.53
BERT Random 0.77 0.70 0.85 0.62 0.55 0.72 0.60 0.44 0.94
MentalBERT Random 0.76 0.66 0.89 0.67 0.57 0.80 0.71 0.62 0.84

Our methods: Single and Double Domain Adaptation
BERT w/Reddit Random 0.81 0.75 0.88 0.66 0.56 0.80 0.71 0.66 0.76
BERT w/Reddit Guided 0.82 0.82 0.82 0.68 0.55 0.90 0.72 0.65 0.82
BERT w/Health Random 0.80 0.77 0.84 0.67 0.53 0.93 0.69 0.60 0.82
BERT w/Health Guided 0.82 0.81 0.84 0.68 0.57 0.85 0.74 0.72 0.76
DisorBERT Random 0.82 0.83 0.81 0.68 0.54 0.93 0.72 0.65 0.80
DisorBERT Guided 0.83 0.82 0.85 0.69 0.56 0.89 0.72 0.73 0.71

Table 2: F1, precision (P), and recall (R) results over the positive class in three eRisk tasks. For the sake of
completeness, we include results corresponding to single domain adaptations, “BERT w/Reddit” indicates the model
only adapted to Reddit texts, and “BERT w/Health” is the model only adapted to mental health language.

anorexia or self-harm but, still, it was also benefi-
cial for these two target tasks.

From another perspective, DisorBERT showed
a good balance between precision and recall,
whereas other variants (e.g., RNN-GloVe) im-
proved precision at the expense of recall. Disor-
BERT has, therefore, a solid retrieval behavior and
it can effectively find multiple traces of psycholog-
ical risks. This is an important outcome since high
recall is essential for clinical screening tools. How-
ever, there might be some potential use cases where
high recall is not the most preferable choice, e.g., a
social network that wants to focus on the riskiest be-
havior. For these scenarios, it may be necessary to
modify our model to prioritize precision. In Figure
2, we plot the precision and recall of DisorBERT
and the baselines. Our model tends to locate in the
main diagonal region (indicating its good balance),
while other methods have high precision or recall
but score low in the other dimension.

For a more detailed analysis, we applied McNe-
mar’s statistical test (Rotem et al., 2020) to com-
pare the best DisorBERT results with the best base-
line results, Table 3 shows this comparison. The
symbol ‘=’ means not significantly different (p >
0.5), ‘*’ means significantly different (p < 0.05),
‘**’ means very significantly different (p < 0.01),
and ‘***’ (highly significantly different: p < 0.001).
The results suggest that the proposed approaches
differ significantly from the baselines.

Task MB BERT CNN SVM BH
Anor *** *** *** *** *
Dep * *** *** *** *
SH * *** *** *** **

Table 3: Pairwise significance differences between Dis-
orBERT and the baseline models using McNemar’s
test comparison. MB = MentalBERT, BH = BERT
w/Health.

Comparison against eRisk participants:
Figure 3 presents a boxplot of the F1 scores of all
participants for the anorexia and self-harm eRisk
shared tasks5. The red circles represent the best
DisorBERT model. For both tasks DisorBERT
gets to the highest quartile, and, especially, in the
anorexia detection task, our result is above the
highest-scoring participant. These results indicate
that our approach is competitive in comparison
with the participants. However, it is important
to mention that eRisk participants focused on ob-
taining early and accurate predictions of the users,
while our approach focuses exclusively on deter-
mining accurate classifications.

Overall, we can highlight the following conclu-
sions of the experimental results:

• The combined effect of double domain adap-
tation and guided masking is effective at cap-

5We cannot include comparisons on the eRisk 2020 depres-
sion detection task because 2020 participants were assessed
using other metrics.
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Figure 2: Precision and recall results of DisorBERT and
the baselines for the three tasks.

turing signs of mental disorders in social me-
dia interactions; DisorBERT performed better
than the original BERT model.

• Our approach also obtained better results
than those achieved by MentalBERT, a model
trained with a larger amount of data and
with higher consumption of computational
resources. The proposed double-domain
adaptation is effective and computationally
lightweight.

• The evaluation showed a solid balance be-
tween finding users and labeling them cor-
rectly, making DisorBERT suitable for clini-
cal detection applications.

Figure 3: Boxplots for the eRisk comparison. The red
O represents DisorBERT.

6 Analysis of the models

6.1 BERT vs DisorBERT
BERT is a language model trained from a general
corpus, while DisorBERT is a model guided to the
mental health domain. Let us illustrate the behav-
ior of the learned model, and the kind of textual
segments it tends to pay more attention to. First,
we analysed the most likely words the models gen-
erate when given a sentence with masked words.
As sentences, we used examples from the Beck De-
pression Inventory (BDI) (Beck et al., 1961). This
clinical tool, which consists of 21 items, aims to
identify and measure the severity of typical symp-
toms of depression in adults and adolescents aged
17 and older. For example, it measures mood, pes-
simism, sense of failure, self-dissatisfaction, and
guilt, among others.

This test gives several responses for each item.
We selected one of the answers for each one,
masked a keyword, and looked at the words pre-
dicted by BERT and DisorBERT. In Table 4, we can
see some examples of these sentences and the an-
swers returned (ordered by decreasing likelihood).
With DisorBERT, the answers tend to have a more
negative meaning or psychological orientation com-
pared to BERT. Take, for example, the sentence "I
used to be able to [MASK]", where DisorBERT pre-
dicts the words "focus", "talk", "breathe", "sleep",
and "eat". These words are related to common
problems that are associated with mental disorders
and cause interference in the thinking and behav-
ior of the affected person. The BERT model is
more general whereas DisorBERT learns to focus
on issues related to mental disorders.

15311



Let us now look at the models in a different way.
For each BDI sentence, we know the target masked
word and we can extract the position of this word in
the ranked list provided by each model. For exam-
ple, in the third case of Table 4, DisorBERT made
a perfect job because the correct word (“killing”)
was the top-ranked word, while BERT put the cor-
rect word in the second position of the list. Mean
reciprocal rank (MRR) is a natural way to quanti-
tatively measure the ability of the models to find
the correct word. It is a standard search effective-
ness measure that compares systems in terms of
their ability to rank the correct answer at top rank
positions. To calculate this value, we generated
the top 5 words for each sentence and averaged the
reciprocal ranks6 for all the answers (if the correct
word is not in the ranked list then the system gets a
RR equal to 0 for that sentence). BERT obtained
an MRR of 0.2436 and DisorBERT 0.4325. This
demonstrates that DisorBERT does a substantially
better job at learning the language of the BDI inven-
tory, which is a reference clinical tool to measure
the prevalence of depression symptoms. Neverthe-
less, our model still struggled with several BDI
items, showing the difficulty of the task.

Phrase BERT DisorBERT
"I used to be able to cry" read focus
"I used to be able to " talk talk
[MASK]. fly breathe

walk sleep
breathe eat

"I hate myself." asked hate
"I [MASK] myself." told kill

shook killed
brace blame
hugged love

"I have thoughts of him killing
killing myself." killing hurting
"I have thoughts of it dying
[MASK] myself." death kill

her destroying

Table 4: Comparison on the prediction of masked ex-
amples for BERT and DisorBERT (the prediction are
ranked based on their likelihood). The examples are
taken from Beck Depression Inventory (BDI).

To further analyze these models, in Figure 4 we
present all the words predicted by both models,

6The reciprocal rank (RR) is the multiplicative inverse of
the rank of the correct answer, assigning values of 1 for first
place, 1/2 for the second, 1/3 for the third, and so on.

Figure 4: BDI words predicted distribution for both
models.

weighted by their frequency. This figure results
from applying the two models to the entire set of
21 BDI items. Similar to what happened before,
BERT tends to generate more general words, while
our model tends to be biased toward words related
to mental disorders. Even with words in common
such as "kill" or "hate", the frequency of occur-
rence of those words is higher for DisorBERT (i.e.,
it predicted several of these words more times than
BERT). Finally, to measure how different these
two groups of words are, we calculated the cosine
similarity between the two sets of words and ob-
tained a value of 0.4767. This suggests that there is
some agreement among the proposed completions,
but the predictions between the two models largely
differ.

6.2 Adding interpretability to the detection of
signs of mental disorders

Although incorporating transformers led to en-
hanced performance in contrast to other techniques,
it also complicates the analysis and visualization
of the model, which is important to understand its
behavior. For models based on transformers, the
attention scores in the head modules provide use-
ful information about the words or sequences that
are relevant for detection. However, with multi-
ple heads and layers, the analysis becomes more
difficult. Pardo-Sixtos et al. (2022) proposed a vi-
sualization tool that provides an interactive head
view in the form of a graph. This tool starts with
the [CLS] token, then, searches for the tokens in
the previous layer that are important (highest atten-
tion values) for [CLS]. This visualization allows us
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Figure 5: Graph example from a user with depression
(upper) and self-harm (lower). The figure shows the
most relevant words in the publications, according to
the highest attention values.

to analyze the most important sequences of the text
by obtaining the most relevant words and sentences
in each layer of the transformer module.

For this analysis, we selected a depression user
with the highest score in the BDI questionnaire and
a user who self-harmed, and computed the attention
scores of the user’s posts. We used the attention
scores in the head module to visualize the parts of
the posts that are important for the classification.
Figure 5 shows an example of the graphs gener-
ated. In this way, we can understand the words and
contexts that are relevant to the classification. For
example, in the upper graph the most prominent
words are related to anxiousness and medication,
topics that are highly relevant to depression. In the
lower graph (self-harm case), the prominent words
are related to low self-confidence. It is interesting
to see how the model can focus on mental health
issues and pay more attention to related contexts.

7 Conclusion

In this study, we explored a Double Domain Adap-
tation approach for the tasks of detecting signs of
Anorexia, Depression, and Self-harm in social me-
dia. The first step of the domain adaptation focused
on learning the writing style of social media users.
The second step was oriented to learn about mental
disorders and how users refer to psychological is-
sues. In both steps, we incorporated lexical knowl-
edge to guide the model toward words that are
highly indicative of mental-related topics. Results
suggest that combining domain adaptation with lex-
ical knowledge helps in detecting traces of mental
disorders. This approach outperformed traditional
and state-of-the-art baselines and is competitive
with the performance of top early-risk algorithms.
Furthermore, the analysis of our method revealed
that the context learned by the model is important
in getting a better understanding of the concerns
expressed by people.

In future work, we want to explore the applica-
tion of different lexical resources that are even more
specialized for the target tasks, as well as the usage
of clinical data to train more specialized language
models, e.g., MIMIC (Johnson et al., 2016). On the
other hand, emojis are often important features for
social media analysis, and we want to explore their
incorporation into our training process. Also, we
are interested in expanding this study to different
languages, since most of the work related to mental
disorders has focused on English.

Limitations

This study aims to detect signs of Anorexia, Self-
harm, and Depression in users of social media en-
vironments through a double-domain adaptation
of a language model. This study presents some
limitations, mainly because these datasets are ob-
servational studies and we do not have access to
the personal and medical information that is often
considered in risk assessment studies. For exam-
ple, we cannot discard that some users who pub-
licly expressed that they have been diagnosed with
anorexia are actually non-anorexia cases. How-
ever, the identification of positive users from self-
expressions of diagnosis is a common practice in
this area (Coppersmith et al., 2014), and the test
collections built in this way are regarded as solid
experimental benchmarks. There are also some
limitations given by the nature of the data, as the
users in these datasets might differ from users at
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risk who do not have exposure to social media (e.g.,
elderly people or individuals who do not have an
online account or decided to not make their profiles
public).

Ethics Statement
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have concerns regarding individual privacy or
certain ethical considerations. These concerns
appear due to the usage of information that could
be sensitive and personal (e.g., references to
emotions and health concerns). It is also important
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belonging to the nature of social media data, e.g.,
a gender, age, or sexual orientation profile that
could cause someone to be mislabeled as having
a mental disorder. The experiments and usage
of this data are for research and analysis only,
and the misuse or mishandling of information
is prohibited. In any case, the datasets we
employed (corpus by Kim (Sect 3.1), Reddit
datasets (Sect 3.2), lexicon data set (Sect 3.3),
and eRisk collections (Sect 4.1) are publicly
available and we strictly followed the terms of use
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https://tec.citius.usc.es/ir/code/eRisk2019.html).
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