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Abstract

Document-level text simplification is a spe-
cific type of simplification which involves sim-
plifying documents consisting of several sen-
tences by rewriting them into fewer or more
sentences. In this paper, we propose a new
two-stage framework SIMSUM for automated
document-level text simplification. Our model
is designed with explicit summarization and
simplification models and guides the genera-
tion using the main keywords of a source text.
In order to evaluate our new model, we use
two existing benchmark datasets for simplifica-
tion, namely D-Wikipedia and Wiki-Doc. We
compare our model’s performance with state of
the art and show that SIMSUM achieves top re-
sults on the D-Wikipedia dataset SARI (+1.20),
D-SARI (+1.64), and FKGL (-0.35) scores, im-
proving over the best baseline models. In order
to evaluate the quality of the generated text, we
analyze the outputs from different models qual-
itatively and demonstrate the merit of our new
model. Our code and datasets are available 1.

1 Introduction

Text simplification is an important technique that
aims to simplify a document to make it more under-
standable and accessible for people at different ed-
ucation and reading levels while still retaining the
content of the original text (Woodsend and Lapata,
2011). It concentrates on lexical simplification (i.e.,
using simpler vocabulary and including definitions
that provide explanations in simple terms) as well
as syntactic simplification (i.e., using less compli-
cated sentence structures and grammar) (Saggion,
2017). Simplification is considered as a sequence-
to-sequence text generation problem, closely re-
sembling other NLP generation tasks such as text
summarization (Dong et al., 2018; Cao et al., 2020;
Miller, 2019) and paraphrasing (Zhao et al., 2018).

∗ Equal Contribution.
1https://github.com/epfml/easy-summary/tree/

main

The applications of text simplification are broad.
It can be an important tool for assisting children
(Kajiwara et al., 2013) and non-native speakers
(Glavaš and Štajner, 2015; Paetzold, 2016) to under-
stand advanced texts with ease. Additionally, it is
helpful for enabling people suffering from aphasia
(Carroll et al., 1999), autism (Barbu et al., 2015),
or dyslexia (Rello et al., 2013). Moreover, text
simplification can be applied as a pre-processing
step in other downstream NLP tasks such as Pars-
ing (Chandrasekar et al., 1996), Information Ex-
traction (Miwa et al., 2010), Text Summarization
(Siddharthan et al., 2004) and Machine Translation
(Štajner and Popović, 2016).

Two types of simplification can be defined based
on the source text: sentence simplification and doc-
ument simplification (Sun et al., 2021). Sentence
simplification can be applied to texts with several
sentences, one at a time, meaning that the num-
ber of sentences in the input and output would be
the same. Conversely, document simplification can
reduce the number of sentences in the output text.

Currently, text simplification research has been
more focused on sentence simplification (Sheang
and Saggion, 2021; Martin et al., 2021). The most
commonly used datasets for text simplification
such as WikiLarge (Zhang and Lapata, 2017), Turk-
Corpus (Xu et al., 2016a), and Newsela (Xu et al.,
2015) are originally designed for sentence simpli-
fication. However, various applications in the real
world require document-level simplification rather
than sentence-level processing. This is due to the
need to understand the main points of several sen-
tences at once and rewrite them in a simplified
vocabulary and grammar structure without respect-
ing a number of sentences. Thus, document-level
text simplification may have more applications than
text simplification at the sentence level.

In this paper, we concentrate on document-level
text simplification. The main contributions of our
work include:
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• We propose a two-stage model SIMSUM for
document-to-document simplification tasks,
which combines text simplification and sum-
marization tasks innovatively. The main idea
of the architecture is simultaneous summariza-
tion and simplification at the document level.

• We analyse and pre-process two document-
level simplification datasets, and make the re-
sulting datasets available for reproducibility.

• We propose two approaches including Key-
word Prompt and Embedding Similarity to
enhance the performance of our model.

The remainder of the paper is structured as fol-
lows: Section 2 presents related work on text sim-
plification, text summarization as well as multi-
stage generation, which all highlight the principles
of our model. In Section 3, we present our novel
architecture. Then, Section 4 presents our dataset
descriptions and preprocessing steps. Section 5
includes the set of experiments. In Section 5.3, we
combine insights from our study to obtain state-of-
the-art results on two document-level benchmarks.
Finally, we provide an ablation study on Keyword
Prompt and Embedding Similarity loss in Section
6 and the human evaluation of different models’
generations in Section 7.

2 Related Work

Since our proposed model combines a Summarizer
and a Simplifier modules (as we describe in Section
3), we present the related work by focusing on both
text simplification and text summarization tasks.

2.1 Text Simplification

The goal of sentence simplification is to simplify
the original (usually complex) sentence into a more
understandable sentence through several operations
including deletion, addition, and splitting of words
and phrases (Sun et al., 2021). Sentence simplifica-
tion can be regarded as a machine translation task,
mapping complex language to a simplified, albeit
semantically similar, alternative. Several earlier ap-
proaches were inspired by statistical machine trans-
lation (SMT) (Coster and Kauchak, 2011; Wubben
et al., 2012; Narayan and Gardent, 2014; Štajner
et al., 2015; Xu et al., 2016a). Neural Text Sim-
plification (Nisioi et al., 2017) shows a better per-
formance than SMT. Also, reinforcement learning
can be applied to obtain competitive results (Zhang

and Lapata, 2017). In addition, Vu et al. (2018) ap-
plied memory-augmentation techniques to neural
networks to improve the performance on sentence-
level simplification. Kriz et al. (2019) proposed two
main approaches to alleviate direct copy from orig-
inal document issues. Dong et al. (2019) presented
the first sentence simplification model that learns
three explicit edit operations. Sheang and Saggion
applied the large pre-trained language model T5
(Raffel et al., 2019) along with the controllable to-
kens on the sentence simplification task. In this
paper, we also explore a number of prompting tech-
niques in the context of text simplification.

Furthermore, several works concentrate
on document-level text simplification. Alva-
Manchego et al. (2019b) demonstrated that there
are frequent rewriting transformations with no
limit to sentence boundaries. Sun et al. (2021)
investigated the task of document-level text
simplification, provided a large-scale dataset called
D-Wikipedia, and proposed a more suitable evalua-
tion metric than SARI (Xu et al., 2016b) named
D-SARI in the document-level simplification task.

2.2 Text Summarization

Summarization approaches are divided into two
main categories, extractive and abstractive.

Extractive. Extractive summarization methods
select the most important sentences within a text,
therefore the resulting summary is a subset of the
original sentences in the full text. Recently, BERT-
based extractors (Devlin et al., 2018), (Zhong et al.,
2020) achieved state-of-the-art performance in ex-
tractive summarization of relatively short docu-
ments from the CNN/DailyMail (Hermann et al.,
2015) dataset. We design a similar component in
SIMSUM to extract the most important keywords
of a text.

Abstractive. In recent years, the success of
transformer-based architectures in different natural
language generation tasks (Vaswani et al., 2017)
has inspired researchers to utilize such architec-
tures for the abstractive summary generation prob-
lem. BART-based models (Lewis et al., 2019), or
(Liu et al., 2022) which is one of the top baselines
in text simplification corrupted text with an arbi-
trary noising function and learned to reconstruct
the original text. For generation tasks, the noising
function was text infilling which used single mask
tokens to mask randomly sampled spans of text.
T5 (Raffel et al., 2019) generalized the text-to-text
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framework to a variety of NLP tasks and showed
the advantage of scaling up model pre-training cor-
pus sizes. T5 was pre-trained with randomly cor-
rupted text spans of varying mask ratios and sizes
of spans. PEGASUS (Zhang et al., 2019) masks
multiple whole sentences rather than smaller con-
tinuous text spans. It does not reconstruct full input
sequences and only generates the masked sentences
as a single output sequence. Other flavors of ab-
stractive summarization (Bahrainian et al., 2021b,
2022) involve controlling the generation process to
highlight specific topics (Bahrainian et al., 2021a)
in the output summary via prompting or modifying
the standard attention mechanism.

2.3 Multi-Stage Generation

Multi-stage coarse-to-fine frameworks were stud-
ied in different natural language generation tasks,
which can in part resemble our model’s two-stage
architecture. Chen et al. (2020) proposed a dia-
logue state tracking approach, Fan et al. (2018)
explored the story generation task, Xu and Lap-
ata (2020) designed a coarse-to-fine framework for
multi-document summarization. Recently, Zhang
et al. (2022) proposed a simple and effective multi-
stage framework to handle longer input texts for
language models in a text summarization task.

In this paper, we present the first model that ex-
plicitly incorporates both summarization and sim-
plification components for multi-stage generation
and as a result achieves top performance in simplic-
ity and readability metrics.

3 Method

We introduce a new model for document-level text
simplification consisting of two main components:
A Summarizer transformer and a Simplifier trans-
former, which jointly aim to address the document-
level simplification task trained in an end-to-end
fashion. The motivation behind such a framework
is that the document-level simplification (Sun et al.,
2021) task requires retaining the primary informa-
tion from the original text (where a summarization
model can be useful) while making text compre-
hension easier (where a simplification model can
help). Figure 1 demonstrates the workflow of our
model. The first stage is the pre-trained Summa-
rizer. Then, the output from the Summarizer with-
out tokenizer’s decoding feeds into the second stage
– a pre-trained sentence-to-sentence simplification
transformer. This enables end-to-end training for

our model. If we retokenize the decoded sentence
after the Summarizer step, gradients are restricted
from flowing through both models during the train-
ing. First summarizing text and then simplifying
it makes intuitive sense due to the fact that using
a summarizer at the second stage may result in re-
writing a simplified text in a complex language. We
also observed this issue experimentally and there-
fore only proceed with the current order.

Furthermore, existing datasets on both the text
summarization task and sentence-level simplifica-
tion task indicate that we can fine-tune each module
on the corresponding task.

3.1 Backbone
BART (Lewis et al., 2019) and T5 (Raffel et al.,
2019) have both shown high performances on vari-
ous NLP tasks including text summarization. We
use the pre-trained versions of both of these archi-
tectures to initialize our model SIMSUM.

In detail, for the simultaneous summarization
and simplification stages in one version of our
model, we use pre-trained T5 models (i.e., with the
summarization stage using a pre-trained summa-
rization T5) for both stages and in another version
of SIMSUM we use BART pre-trained models in
the same way. Subsequently, we fine-tune both
model variants on the WikiLarge (Zhang and Lap-
ata, 2017) dataset for sentence-level simplification
task.

3.2 Keyword Prompts
Inspired by the Controllable Sentence Simplifica-
tion (Sheang and Saggion, 2021) approach, we use
the Keyword Prompt notion to force the model to
focus more on important keywords in each input
text. In order to extract those main keywords we
use KeyBERT (Grootendorst, 2020), which derives
the most important themes discussed in the original
text in the form of keywords.

We examine two different strategies for prompt-
ing. The first one is kw_score, which adds key-
words with their similarity score in front of the
input text. We examine this type of prompting to
investigate the effectiveness of keywords extracted
by KeyBERT in order to guide the generation task.
Each keyword is followed by a salience score as
computed by KeyBERT. The second one is kw_sep,
which adds keywords and EOS (End Of Sentence)
tokens </s> in front of the input text. In this varia-
tion, we use the same keywords without including
the salience score. In the latter setting, we use the
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Figure 1: The workflow of the proposed framework. It contains two stages: the first one is Summarizer, and
the second one is Simplifier. The generated output of the Summarizer is fed to the Simplifier without tokenizer’s
decoding since it does not allow the gradients to flow back to the Summarizer during the training stage.

Input text (original)
a goatee is a style of facial hair incorporating
hair on one ’s chin but not on one ’s cheeks .
the exact nature of the style has varied according
to time and culture .
Input text with kw_score as prompt
one_0.06 varied_0.07 goatee_0.76 a goatee is a
style of facial hair incorporating hair on one ’s
chin but not on one ’s cheeks . the exact nature
of the style has varied according to time and
culture .
Input text with kw_sep as prompt
one varied goatee </s> a goatee is a style of
facial hair incorporating hair on one ’s chin
but not on one ’s cheeks . the exact nature of
the style has varied according to time and
culture .

Table 1: kw_score and kw_sep prompting examples

EOS token to separate the prompts (keywords) and
source sentences. Table 1 shows examples of mod-
ification of input text with kw_score prompt and
kw_sep prompt, respectively.

3.3 Embedding Similarity
One of the most common approaches for training
sequence-to-sequence Transformer models is the
use of standard maximum likelihood measures and
the cross-entropy loss (Raffel et al., 2019). How-
ever, this method can be improved with an addi-
tional loss term that forces the model to generate
texts more similar to targets. Therefore, we pro-
pose a new loss function that consists of L1 – the
original cross-entropy loss and LCosSim – new addi-
tional term:

L = L1 + λ · LCosSim (1)

Also, we design the hyper-parameter λ > 0 as
a control mechanism for changing the degree of

Figure 2: The embedding similarity computation pro-
cess. tgt_ids and tgt_mask are obtained by tokenizing
the targets. From both Encoders the last hidden state
Hsum and Htgt are obtained. Then, after transformation
f the cosine similarity is computed.

contribution of the additional term.
Our idea is to increase the similarity between the

final output’s embeddings and the target’s embed-
dings during training. To obtain the target embed-
dings, we feed the target to the Simplifier as input
and take the embeddings of the last hidden state of
the encoder as the input to LCosSim loss term.

To this end, the cosine distance is chosen to
measure the similarity. Since we can only get the
summarization’s encoding representation generated
from Summarizer, we apply the function f(·) to
transform the embeddings to simplified-text space:

LCosSim = −CosSim(f(Hsum), f(Htgt)) (2)

where Hsum and Htgt represent the summarization
and target embeddings, respectively. Both Hsum
and Htgt are in RB×L×D1 , where B, L, D1 denote
the batch size, sequence length, and hidden size
respectively. Figure 2 shows the details of the em-
bedding similarity calculations.

In our experiments, we set the transformation
function f(·) as:

f(H) = ReLU(HW ) (3)
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where W ∈ RD1×D2 denotes a learnable transition
matrix. To keep the important information and filter
out unimportant pieces of information, we rely on
ReLU (Fukushima, 1975) activation functions in
f(H).

4 Datasets

Most of the widely used datasets, such as Wiki-
Large (Zhang and Lapata, 2017), TurkCorpus (Xu
et al., 2016a) and Newsela (Xu et al., 2015), are
designed for sentence-level text simplification and
are not applicable to our document-level text sim-
plification task.

Fortunately, Sun et al. (2021) has already
adjusted the pre-processed dataset D-Wikipedia
for the document-to-document simplification task.
However, the dataset requires additional pre-
processing since there exist noisy samples with
a lot of mismatches in the information presented in
the source and target pairs (See Section 4.1 for a
more detailed discussion).

The second dataset for document-level simpli-
fication is text articles from Wikipedia created by
(Kauchak, 2013), which we refer to as Wiki-Doc.
It contains 59,749 samples which we split 8:1:1
into training (47,799 samples), validation (5,975
samples), and test (5,975 samples) sets. The Wiki-
Doc dataset contains unaligned pairs, texts with a
length greater than 3,000 tokens, and pairs where
the simple text is longer than a complex one. These
observations motivate several pre-processing steps
described in the next section.

4.1 Pre-processing
In this section, we introduce two steps to pre-
process D-Wikipedia and Wiki-Doc datasets.

4.1.1 Filtering
We assume that simplified texts should be shorter
than the corresponding original documents since
they consist of fewer and simpler sentences. By
lowering the information load on the reader, his
or her ability to comprehend the text increases
(Chamovitz and Abend, 2022). Furthermore, we
observe that there exist “extremely noisy” pairs
where simple texts are as much as two times longer
than the original source documents because of ex-
ternal knowledge or errors during the dataset collec-
tion (see Appendix A for examples). The number
of documents where the length of the simplified ref-
erence is longer than the original in the Wiki-Doc
is 6,476(13.54%) in the training set, 797(13.33%)

in the validation set, and 802(13.42%) in the test
set. The same statistics in the D-Wikipedia dataset
are 39,017(29.55%) in the training set, 894(29.8%)
in the validation set, and 2,377(29.71%) in the test
set. Given the large percentages of these instances,
they should be removed from the datasets.

However, there are still many reasonable sam-
ples in which simplified texts are longer than origi-
nal documents due to the conceptual simplification
(Gooding, 2022) (similar to Appendix A Example
1), which helps explain complex concepts via sim-
ple words. Therefore, considering the above cases
we keep the pairs where the simple text is at most
5 words longer than the source text.

4.1.2 Re-alignment
We observed that there are misaligned pairs in both
datasets, i.e., pairs where the complex source text
does not correspond to the simple target. To iden-
tify if the pairs are aligned correctly, we apply
the KeyBERT model (Grootendorst, 2020) to ex-
tract top-k keywords from both source and target
texts. Here we set k = 5. Then, we compare
the two sets of keywords. If there is at least one
overlapping keyword, we assume this source-target
pair to be aligned correctly, otherwise, we remove
the pair from the dataset. Examples of unaligned
pairs in the D-Wikipedia dataset are presented in
Appendix A. Moreover, we show the output key-
words produced by KeyBERT for align-check in
Appendix E.

After the pre-processing steps, D-Wikipedia con-
tains 97,074 training samples, 2,183 validation sam-
ples, and 5,836 test samples. Wiki-Doc contains
13,973 training samples, 1,768 validation samples,
and 1,704 test samples.

Table 2 shows the basic statistics of the
D-Wikipedia vs. Wiki-Doc datasets after pre-
processing.

The pre-processed datasets described above
are available at https://github.com/epfml/
easy-summary/tree/main along with our entire
codebase to facilitate reproducing our results, as
well as, to contribute the clean versions of sim-
plification datasets to the community in order to
advance document simplification research.

5 Experiments

5.1 Baselines

In this evaluation, we compare our novel model
against state-of-the-art text simplification ap-
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D-Wikipedia Wiki-Doc
Complex Simple Complex Simple

Total sentences 546,744 349,561 258,303 55,885
Total words 17,740,142 703,550 5,927,616 906,988
Avg sents per article 5.20 3.33 14.81 3.20
Avg words per sent 32.45 20.24 22.95 16.23

Table 2: Basic statistics of D-Wikipedia vs. Wiki-Doc datasets after pre-processing. Wiki-Doc has more sentences
per article on average than D-Wikipedia in complex articles, but for simple articles, the average sentence number is
almost the same.

D-Wikipedia Wiki-Doc
model SARI↑ D-SARI↑ FKGL↓ SARI↑ D-SARI↑ FKGL↓
T5 45.64 36.23 8.36 50.63 41.05 6.79
BART 47.05 38.13 8.14 49.55 40.95 7.93
BART†

CNN 44.52 36.01 8.32 49.39 40.98 7.70
BRIO 48.24 29.86 6.39 48.65 33.06 6.84
MUSS 39.45 26.43 12.72 35.99 27.94 10.91
SimSum(T5)♣ 49.04 39.54 6.04 50.20 40.32 6.75
SimSum(BART)♣ 48.33 37.11 6.48 50.67 41.42 7.55
SimSum(T5)‡ 49.44 39.77 6.04 49.11 41.53 6.79

Table 3: Our SIMSUM models’ performance compared with the baselines. †: BART-base fine-tuned on
CNN/Dailymail summarization dataset (See et al., 2017). T5 and BART in brackets mean SIMSUM model
takes T5 or BART as the backbone in both Summarizer and Simplifier. ♣: Vanilla SIMSUM model without Keyword
Prompt and Embedding Similarity loss. ‡: SIMSUM model with Keyword Prompt (4 kw_score div=0.9) and
Embedding Similarity loss (λ=0.001).

proaches:

MUSS (Martin et al., 2021) is a Transformer-
based multilingual sentence simplification sys-
tem that uses multiple training strategies for
simplification and achieves state-of-the-art re-
sults on the text-simplification task.

BRIO (Liu et al., 2022) is also a pre-trained
model with top performance on vari-
ous sequence-to-sequence tasks. Here
we fine-tune their provided model
checkpoint(Yale-LILY/brio-cnndm-uncased),
which is based on BART-large.

BART (Lewis et al., 2019) is an effective
model pre-trained on a large corpus that
achieves excellent results on various
sequence-to-sequence tasks including the
text-simplification task on the sentence level
(Clive et al., 2021). Here we select the
BART-base version.

T5 (Raffel et al., 2019) is an encoder-decoder
model proposed by Google pre-trained on a
multi-task mixture of unsupervised and super-
vised tasks. Here we also select the T5-base
version.

5.2 Evaluation Metrics
Following previous work (Sun et al., 2021), we use
standard text simplification evaluation metrics:

SARI (Xu et al., 2016b) compares the system out-
put against references and against the input
sentence, which explicitly measures the good-
ness of words that are added, deleted, and kept
by the systems. It is the most popular used
metric for text simplification task.

D-SARI (Sun et al., 2021) is a modified SARI
score with additional penalty factors based
on text length and specially designed for the
document-level text simplification task.

FKGL (Kincaid et al., 1975) is used to measure
readability but does not consider grammar or
meaning preservation.

We compute SARI and FKGL using EASSE
(Alva-Manchego et al., 2019a), a Python3 package
created to standardize automatic evaluation and
comparison of sentence simplification systems.

5.3 Results
The results of our models’ performance along with
baselines’ scores are shown in Table 3. Details on
hyperparameter choices and model configuration
are presented in Appendix B.
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D-Wikipedia Wiki-Doc
model SARI↑ D-SARI↑ FKGL↓ SARI↑ D-SARI↑ FKGL↓
Without prompting(Vanilla) 49.04 39.54 6.04 50.20 40.32 6.75
3 kw_score div=0.5 49.07 39.69 6.4 49.92 41.68 6.48
3 kw_score div=0.7 49.18 39.65 6.38 49.90 41.96 6.66
3 kw_sep div=0.7 48.53 38.85 6.11 47.69 39.58 6.05
4 kw_score div=0.7 49.01 39.97 6.33 49.74 41.85 6.48
3 kw_score div=0.9 49.12 39.65 6.32 49.90 41.94 6.63
4 kw_score div=0.9 49.13 40.07 6.42 49.71 41.89 6.48

Table 4: Results on D-Wikipedia and Wiki-Doc by SIMSUM (T5-backbone) with Keyword Prompts. div denotes
the parameter of the diversity of the extracted keywords in KeyBERT. 3 kw_score means 3 keywords in kw_score
strategy.

D-Wikipedia Wiki-Doc
model SARI↑ D-SARI↑ FKGL↓ SARI↑ D-SARI↑ FKGL↓
λ = 0 (Vanilla) 49.04 39.54 6.04 50.20 40.32 6.75
λ = 0.001 49.21 38.51 6.12 49.88 40.03 6.65
λ = 0.01 48.94 38.27 6.26 50.02 40.15 6.75
λ = 0.1 49.02 39.39 6.09 49.92 39.90 6.69
λ = 0.5 49.16 39.85 5.98 46.09 36.25 6.48
λ = 0.5† 36.48 24.78 1.47 35.61 26.37 5.67
λ = 1.0 48.82 38.38 6.31 39.79 31.86 6.57

Table 5: Results on D-Wikipedia and Wiki-Doc by SIMSUM (T5-backbone) with Embedding Similarity loss. λ
denotes the hyper-parameter that controls the contribution of the additional term. †: Identity map, i.e. f(H) = H .

Document Simplification on D-Wikipedia
dataset. In Table 3, it can be seen that all SIM-
SUM models outperform the baselines on the SARI
scores. Moreover, SIMSUM models with T5 back-
bone outperform all the baselines on D-SARI and
FKGL scores. In detail, SIMSUM (T5 backbone)
with Keyword Prompt and Embedding Similarity
loss improves the SARI (+1.20), D-SARI (+1.64),
and FKGL (-0.35) compared to the best baseline
performances (BRIO, BART and BRIO models re-
spectively). Therefore, SIMSUM (T5 backbone)
with Keyword Prompt and Embedding Similarity
loss archives state-of-the-art results on SARI, D-
SARI, and FKGL on the D-Wikipedia dataset.

Document Simplification on Wiki-Doc dataset.
Our SIMSUM models show superior results in
terms of SARI, D-SARI, and FKGL metrics on
the Wiki-Doc dataset. Specifically, the SIMSUM‡

with T5 backbone improves D-SARI (+0.48) com-
pared to the best baseline performance (T5 model).

We conclude that our model performs better
than baseline models in terms of SARI, D-SARI,
and FKGL scores on two important simplification
datasets. We present qualitative examples gener-
ated by the various models in Appendix D and
additional statistics of the outputs of the models in
Appendix C.

6 Ablation Study

Given that T5 is pre-trained on a mixture of su-
pervised and unsupervised tasks, as well as mak-
ing relatively lower computational demands than
BART, in the following experiments with Keyword
Prompt and Embedding Similarity, we only demon-
strate the performance of the T5-based variant of
SIMSUM.

6.1 Impact of Keyword Prompt

In this section, we explore the influence of the vari-
ous Keyword Prompting strategies on our SIMSUM

(T5-backbone) model. Table 4 shows the relevant
comparisons.

On D-Wikipedia, the use of Keyword Prompt im-
proves the model’s performance on the SARI and
D-SARI scores with kw_score with four keywords
in comparison to the Vanilla model. Also, on the
Wiki-Doc dataset, the use of Keyword Prompt im-
proves the model’s performance on the D-SARI
score with 3 keywords in kw_score strategy in
comparison to the Vanilla model. Examples D.3,
and D.4 in Appendix D demonstrate that it can help
the model extract correct and important informa-
tion.

Specifically, the kw_score prompting strategy
achieves superior results compared to kw_sep on
SARI and D-SARI scores on both datasets. One
possible explanation is that the sequence of the key-
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Model S C F
T5 0.36 0.78 0.80
BART 0.44 0.90 0.88
BRIO 0.46 0.42 0.74
MUSS 0.42 0.80 0.72
SIMSUM(T5)♣ 0.82 0.68 0.80
SIMSUM(BART)♣ 0.58 0.56 0.82
SIMSUM(T5)♢ 0.82 0.84 0.88

Table 6: Human evaluation average results on D-
Wikipedia. ♣: Vanilla SIMSUM model. ♢: SIM-
SUM model (T5-backbone) with Keyword Prompt (4
kw_score div=0.9). S, C, and F denote Simplicity, Cor-
rectness, and Fluency, respectively.

words may be regarded as a disordered sentence,
which confuses our model. In addition, we make
an interesting observation in Table 4 that increasing
the diversity of keywords (i.e. a hyperparameter
of KeyBERT) improves the D-SARI score on both
datasets.

6.2 Impact of Embedding Similarity loss
In this section, we explore the influence of the
Embedding Similarity loss on our SIMSUM (T5-
backbone) model. Table 5 shows the result compar-
isons. It can be seen that the optimal choice of λ
for the D-Wikipedia dataset is 0.5.

In addition, the experiments with identity map-
ping function f(H) = H show a significant drop
in the performance on SARI and D-SARI scores on
both datasets, which indicates that directly making
summarization embeddings Hsum closer to target
embeddings Htgt is not proper and it may reduce
the efficacy of the Simplifier.

7 Human Evaluation

In addition to the automatic evaluation, we per-
formed a human evaluation of the outputs from
different models. We run the assessment on 50
randomly selected samples from each dataset, thus
100 in total. We recruited two expert human evalu-
ators to independently evaluate the generated texts
from seven models. Following (Sheang and Sag-
gion, 2021), we select three aspects to define our
evaluation criteria: (1) Simplicity (S): is the output
simpler than the original document?, (2) Correct-
ness (C): Does the output have factual errors com-
pared to the original document?, and (3) Fluency
(F): is the output grammatically correct and well-
formed? We chose the binary evaluation system to
decrease the bias in the 5-point evaluation system.
Table 6 and Table 7 report the average results in
D-Wikipedia and Wiki-Doc, respectively.

Model S C F
T5 0.48 0.64 0.72
BART 0.60 0.72 0.78
BRIO 0.42 0.58 0.54
MUSS 0.48 0.68 0.56
SIMSUM(T5)♣ 0.52 0.68 0.64
SIMSUM(BART)♣ 0.56 0.78 0.82
SIMSUM(T5)♢ 0.66 0.64 0.68

Table 7: Human evaluation average results on Wiki-
Doc. ♣: Vanilla SIMSUM model. ♢: SIMSUM model
(T5-backbone) with Keyword Prompt (3 kw_score
div=0.7). S, C, and F denote Simplicity, Correctness,
and Fluency, respectively.

D-Wikipedia dataset. SIMSUM with Keyword
Prompt shows the highest values on Simplicity and
Fluency. Although BART presents a better capacity
to preserve the information of original texts, its
simplification performance is much worse (-0.38)
than SIMSUM.

Wiki-Doc dataset. SIMSUM (with BART-
backbone) shows the best results in Correctness and
Fluency. After adding the keywords, SIMSUM’s
simplification power improves. At the same time,
BART outperforms other baselines in terms of all
three criteria.

8 Discussion

In this section, we discuss three main points that
we observed as a result of our experiments:

(1) The first point we discuss here is returning
to where we started, namely, the idea of simpli-
fication through simultaneous summarization and
the relationship between summarization and sim-
plification. We discuss this point in terms of our
observations with our SIMSUM model, as well as a
general understanding of the connections between
summarization and simplification among various
baseline models. First, with SIMSUM, we observed
that a two-stage summarization and simplification
model introduces substantial quantitative improve-
ments in terms of SARI, D-SARI, and FKGL on
the two datasets. The two-stage generation pro-
cess stems from the idea that gathering the main
highlights of an input document in a summary and
then simplifying them can be a useful technique
for capturing the main highlights and improving
comprehension at the same time.

(2) This observation leads to the question of
whether a simplification model can benefit from
summarization pre-training in general as our sec-
ond discussion point. In other words, we would like
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to investigate if a standard language model such
as BART, initially pre-trained on a summarization
task and subsequently fine-tuned on a simplifica-
tion task, can demonstrate superior performance in
terms of simplification metrics over another BART
model that was not pre-trained on summarization
but was only fine-tuned on the same simplification
task. As shown in Table 3, the SARI, D-SARI, and
FKGL scores were worse for the BART model pre-
trained on summarization and then fine-tuned on
simplification (i.e., BARTCNN) as compared with
BART. Therefore, based on the results of this exper-
iment on two datasets, we can conclude that a sin-
gle transformer model does not benefit from being
pre-trained on a summarization task before being
fine-tuned for a simplification end task. However,
to gain more conclusive insight into this problem,
we also conducted a comparison between the two
models in terms of the BLEU metric, which is more
commonly used to evaluate summarization tasks
than simplification tasks. The result of this experi-
ment showed that the BLEU metric negatively cor-
relates with SARI, D-SARI, and FKGL on both the
D-Wikipedia dataset and the Wiki-Doc dataset. In
other words, the BART model that was pre-trained
on a summarization task showed a higher BLEU
score than the one without the summarization pre-
training.

(3) The third discussion point is related to the
Keyword prompting mechanism that we introduced
in SIMSUM. Despite the simplicity of this ap-
proach, it improved the SARI and D-SARI scores
on the D-Wikipedia dataset and the D-SARI and
FKGL scores on the Wiki-Doc dataset. Finally,
SIMSUM variants showed superior results in terms
of simplicity and fluency compared to all baseline
models on both datasets, and also demonstrated
higher correctness scores on the Wiki-Doc dataset
in an extensive human evaluation.

9 Conclusions and Future Work

In this paper, we propose SIMSUM, a new model
for document-level text simplification. We demon-
strate that SIMSUM sets a new state of the art on
document simplification outperforming the previ-
ously competitive MUSS baseline in terms of SARI
and D-SARI scores. We also release cleaned ver-
sions of two existing large-scale datasets for text
simplification. Through extensive experiments, we
show that Keyword Prompt and Emebedding Sim-
ilarity are beneficial and have an impact on en-

hancing the model’s performance. Finally, we con-
ducted a human evaluation showing that SIMSUM’s
quantitative performance advantage translates into
better output simplicity, correctness, and fluency.

In the future, we plan to investigate guiding
the generation process by various prompting tech-
niques, including extensions of the KeyBERT
model, entities, dynamic prompts, and methods
such as chain of thought for simplification.

10 Limitations

(1) In this paper, we tackle the problem of
document-level simplification. This consists in si-
multaneous summarization and simplification. Ap-
plying the same model to sentence-level simplifi-
cation needs to be further evaluated, as sentences
naturally due to their shorter length may not require
summarization.

(2) In addition, we did not explore various model
sizes although we do conduct a fair comparison and
show that even with a base-model size SIMSUM

performs superior to baselines.
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A Examples of Miss-aligned Pairs In
D-Wikipedia Dataset

A.1 Example 1
Source (Original): andouille ( ; ; from vulgar latin
verb “ inducere ” , meaning “ to lead in ” ) is a
smoked sausage made using pork , originating in
france .
Reference (Simplified): andouille is a type of pork
sausage . it is spicy (hot in taste ) and smoked .
there are different kinds , all with different combi-
nations of pork meat , fat , intestines ( tubes going
to the stomach ) , and tripe ( the wall of the stom-
ach ) . andouille sausage first came from france or
germany ( no-one is sure )...
Analysis: In reference, it demonstrates the con-
ceptual simplification, which aims to help people
understand easier. However, the simplified refer-
enced article is much longer than the source article,
and it also contains impossible deduced informa-
tion.

A.2 Example 2
Source (Original): creator is something or some-
one who brings something into being .
Reference (Simplified): a creator is a person who
creates something.in some religions ( judaism ,
christianity , islam ) god ( or allah meaning the
god in arabic ) is the most important and original
creator of the whole universe - including man who
is made “ in his image ” ( see genesis ) to observe it
and control it like god . the idea that anything that
a person is creating , like an idea , can be owned
as property comes from the ethical traditions and
legal codes that came from these religions.in other
traditions ( buddhism , native american mythology
) anyone has this potential for creating , and can
become part of the greater creating of the universe .
stewardship of home , land and all of earth is a test
for participating in this , or just good sense .
Analysis: This example is more "absurd", where
the reference introduces much more external infor-
mation which cannot be inferred from the source
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article.

A.3 Example 3

Source (Original): evacuation or evacuate may
refer to :
Reference (Simplified): evacuation is a term that
comes from latin language . literally , it means “
emptying ” . most of the time it means that people
leave an area or a zone because of an imminent
danger or threat . evacuations are planned , and
people should leave the zone of danger according to
the plan . the causes for evacuations can be natural
disasters such as flooding or volcano eruptions ,
or they can be man-made ones , like a bomb in a
building , a fire on a train in a tunnel or an industrial
accident .
Analysis: In this example, the source article is not
complete. This problem might be caused by errors
during the dataset collection.

A.4 Example 4

Source (Original): andradina is a municipality
of the state of são paulo , brazil.the population is
57,250 ( 2015 est . ) in an area of 964.23 km².the
municipality contains the andradina biological re-
serve , a strictly protected area.the municipality can
be accessed mainly by rodovia marechal cândido
rondon/br-300 ( marechal rondon highway ) .
Reference (Simplified): edi carlo dias marçal (
born 13 september 1974 ) is a brazilian football
player . he plays for korona kielce .
Analysis: Source article is mainly about a state
named andradina, but the reference actually de-
scribes a Brazilian football player. This pair is
definitely not aligned correctly.

A.5 Example 5

Source (Original): sushun ’s reign spanned the
years from 587 through 592 .
Reference (Simplified): the conventionally ac-
cepted names and sequence of the early emperors
were not to be confirmed as “ traditional ” until
the reign of emperor kammu , who was the 50th
monarch of the yamato dynasty .
Analysis: This is also a miss-aligned pair and
should be removed from the dataset.

hyperparameter value
train_batch_size 6
valid_batch_size 6
learning rate 3e-4
adam epsilon 1e-8
weight decay 1e-4
warmup steps 5
training epochs 7
max seq length 256

Table 8: The hyperparameters of T5 model.

hyperparameter value
train_batch_size 6
valid_batch_size 6
learning rate 1e-4
adam epsilon 1e-8
weight decay 1e-4
warmup steps 5
training epochs 7
max seq length 256

Table 9: The hyperparameters of BART model.

B Implementation Details

We used the HuggingFace2 to implement T5,
BART and BRIO with PyTorch Lightning3, and
used the code on GitHub to implement the MUSS4.
Our SIMSUM is also implemented by the PyTorch
Lightning framework. For each dataset, we fine-
tuned each model individually. In detail, the hyper-
parameters are shown in Tables 8, 9, 10, 11, and
12.

2https://huggingface.co/
3https://www.pytorchlightning.ai/
4https://github.com/facebookresearch/muss

hyperparameter value
train_batch_size 6
valid_batch_size 6
learning rate 5e-5
adam epsilon 1e-8
weight decay 1e-4
warmup steps 5
training epochs 7
max seq length 256

Table 10: The hyperparameters of BRIO model.
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hyperparameter value
train_batch_size 6
valid_batch_size 6
learning rate 3e-4
adam epsilon 1e-8
weight decay 1e-4
warmup steps 5
training epochs 7
max seq length 256

Table 11: The hyperparameters of SIMSUM (T5-
backbone) model.

hyperparameter value
train_batch_size 6
valid_batch_size 6
learning rate 5e-5
adam epsilon 1e-8
weight decay 1e-4
warmup steps 5
training epochs 7
max seq length 256

Table 12: The hyperparameters of SIMSUM (BART-
backbone) model.

C Outputs’ statistics

Table 13 represents the average number of tokens
and sentences for each model for both datasets.
In the following per model, the first number is
mean±std for the number of tokens, and the second
is mean±std for the number of sentences.

D Case Study

D.1 Example 1

Source (Original): marsupial moles are highly
specialized marsupial mammals , known from two
species found at the australian interior.notoryctids
are small , fossorial mammals that anatomically
converge on other fossorial ( and distantly re-
lated ) mammals , such as living golden moles
( chrysochloridae ) and extinct epoicotheres ( pholi-
dota ) .
Reference (Simple): marsupial moles ( notoryc-
tidae ) is a family of marsupials of the order noto-
ryctemorphia . there are only two extant species :
Output (T5): a species of marsupial moles is a
species of marsupial mammals. they are found in
the australian interior.
Output (BRIO): id moles are highly specialized
marsupial mammals, known from two species

found only in the australian interior.notoryctids
are small, fossorial mammals that anatomically
converge on other fossorial ( and distantly re-
lated ) mammals, such as living golden moles (
chrysochloridae ) and extinct epoicotheres ( pholi-
dota ).
Output (vanilla SIMSUM-T5 backbone): the no-
toryctids are small, fossorial mammals that con-
verge on other fossorial ( and distantly related )
mammals. they are known from living golden
moles ( chrysochloridae ) and extinct epoicotheres
( pholidota ). they are closely related to the frogs.
Analysis: The source-reference pair is taken from
the D-Wikipedia dataset. The highlighted content
in the ground-truth seems not completed. T5’s gen-
erated text is more redundant, and BRIO even does
not simplify the original text. SIMSUM model does
a great job on simplifying, but it also introduces
some unrelated sentences which we cannot infer
from original texts.

D.2 Example 2

Source (Original): the phoenix dwarf is a dwarf
irregular galaxy discovered in 1976 by hans-emil
schuster and richard martin west and mistaken for
a globular cluster . it is currently 1.44 mly away
from earth . its name comes from the fact that it is
part of the phoenix constellation .
Reference (Simple): the phoenix dwarf is a galaxy
discovered as a mistaken globular cluster . it ’s
correctly 1.14 mly away the earth
Output (T5): the phoenix dwarf is a dwarf irregu-
lar galaxy discovered in 1976 by hans-emil schuster
and richard martin west and mistaken for a globular
cluster. it is currently 1.44 mly away from earth.
its name comes from the fact that it is part of the
phoenix constellation.
Output (BRIO): the phoenix dwarf is a dwarf
galaxy discovered in 1976 by hans-emil schuster
and richard martin west. it is mistaken for a globu-
lar cluster and is currently 1.44 million light years
away from earth. its name comes from the fact that
it is part of the pharus constellation.
Output (vanilla SIMSUM-T5 backbone): the
phoenix dwarf is a dwarf irregular galaxy discov-
ered in 1976 by hans-emil schuster and richard
martin west. it is about 1,44 million light-years
away from earth.
Analysis: The source-reference pair is taken from
the D-Wikipedia dataset. The ground-truth re-
moves the names and the last sentence from the
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D-Wikipedia Wiki-Doc
model #tokens #sentences #tokens #sentences
T5 68±44 3.1±1.7 44±40 2.6±2.0
BART 49±40 2.5±1.4 40±35 2.4±1.7
BRIO 74±39 4.0±1.8 80±48 4.9±2.5
MUSS 100±64 3.2±1.8 161±208 6.2±8.8

SIMSUM(T5)‡ 49±29 3.0±1.9 35±26 2.3±1.5
Reference 67±57 3.3±2.4 51±51 3.1±2.8

Table 13: The average number of tokens and sentences for each model for both datasets. T5 in brackets means
SIMSUM model takes T5 as the backbone in both Summarizer and Simplifier. ‡: SIMSUM model with Keyword
Prompt (4 kw_score div=0.9) and Embedding Similarity loss (λ=0.001).

original text. T5 and BRIO models just copy the
original article. BRIO generates similar texts with
T5 but it splits the first long sentence. SIMSUM’s
generation is much better than others, closer to
the ground-truth, and even explain abbreviations
(from mly to million light-years) to help readers
understand better.

D.3 Example 3
Source (Original): Robert Urich ( December 19 ,
1946 – April 16 , 2002 ) was an American actor .
He played the starring role in the television series
Spenser : For Hire ( 1985 – 1988 ) and Vega $ (
1978 – 1981 ) . He also appeared in other television
series over the years including : S.W.A.T. ( 1975 ) ,
Soap ( 1977 ) , and The Lazarus Man ( 1996 ) , as
well as in several feature films including Turk 182
! , The Ice Pirates , and Magnum Force . Urich
died in 2002 in Thousand Oaks , California ...
Reference (Simple): Robert Urich ( December 19
, 1946 â “ April 16 , 2002 ) was an Emmy-winning
actor , famous for playing private investigators on
the television series Spenser : For Hire ( 1985 â
“ 1988 ) and Vega $ ( 1978 â “ 1981 ) . He also
acted in many other television series over the years
including : S.W.A.T. ( 1975 ) , Soap ( 1977 ) and
The Lazarus Man ( 1996 ) .
Output (vanilla SIMSUM-T5 backbone):
William Bill " Bartholomew ( born May 1, 1973
) is an American actor. He is best known for his
roles in the television series Spenser : For Hire
( 1985 â 1988 ) and Vega $ ( 1978 â 1981 ). He
also starred in other television series over the years
including : S.W.A.T. ( 1975 ), Soap ( 1977 ), and
The Lazarus Man ( 1996 ).
Output (SIMSUM-T5 backbone 3 kw_score
div=0.7)): Robert Urich ( December 19, 1946 -
April 16, 2002 ) was an American actor. He played
the starring role in the television series Spenser :
For Hire ( 1985-1988 ) and Vega $ ( 1978-1981 ).
Analysis: The source-reference pair is taken from

the Wiki-Doc dataset. Vanilla SIMSUM model
makes factual errors badly, both from the name of
the person and date. However, it still succeeds in
keeping the important information correct as the
reference. After applying the keyword prompts,
SIMSUM is able to fix the errors.

D.4 Example 4
Source (Original): Brent Michael Kutzle ( born
August 3 , 1985 ) is an American musician , born in
Newport Beach , California . Brent is best known
for playing the bass guitar and cello for OneRepub-
lic , who are signed to Interscope Records . He
has written and performed with various other mu-
sicians from both underground music scenes and
mainstream acts , including Vermeer , Augustine
, Torrent , This Allure , Monarch , Venus Infers ,
and Jessica Dobson . When he was thirteen , he
attended Sarah McGarvin School located in West-
minster , California . He also attended La Quinta
High School in Westminster , California , Califor-
nia Baptist University in Riverside and Vanguard
University in Costa Mesa . Kutzle has a cameo
appearance in the 2008 film , The Eye , starring Jes-
sica Alba . He appears in the opening scene playing
cello as a member of the orchestra . He can also
be heard playing cello on the title track , “ Songs
Like Rain ” for the 2006 independent film of the
same name . Kutzle joined OneRepublic early in
2007 after the band ’s former bassist left to pursue
a solo career . He has played the cello since fourth
grade and has commented that he would never play
for a band that ‘ would not let him play his cello
’ . Kutzle has transformed the sound of the cello
for a rock band by using delay , reverb and loop-
ing effects . He makes his mark on OneRepublic
’s debut album Dreaming Out Loud on the track
“ All Fall Down , ” which is based on a musical
hook done in cello that is repeated throughout the
whole track . In addition to playing the cello and
the bass guitar , Kutzle , along with Zach Filkins
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, also aids frontman , Ryan Tedder in songwriting
and composing music for the band . Many of the
songs on the band ’s latest album Waking Up were
co-written and co-produced by Kutzle , including
the lead single All The Right Moves .
Reference (Simple): Brent Kutzle ( born 1985 )
is an American musician , born in Newport Beach
, California . He has written and performed for
various musicians both underground music ( Ver-
meer , Augustine , This Allure , Vanessa Jourdan
, Venus Infers , Jessica Dobson , and Torrent )
and mainstream . Brent is best known for playing
the bass guitar and cello for OneRepublic ( Inter-
scope Records ) . When he was 13 , he attended
McGarvin Intermediate School located in West-
minster , California . He also attended La Quinta
High School in Westminster , California , Califor-
nia Baptist University in Riverside and Vanguard
University in Costa Mesa .
Output (vanilla SIMSUM-T5 backbone): Brent
Michael Kutzle ( born August 3, 1985 in Los An-
geles, California ) is an American musician. He
is best known for playing the bass guitar and cello
for OneRepublic, who are signed to Interscope
Records. He has written and performed with vari-
ous other musicians from both underground music
scenes and mainstream acts.
Output (SIMSUM-T5 backbone 3 kw_score
div=0.7)): Brent Kutzle ( born August 3, 1985
in Newport Beach, California ) is an American mu-
sician. He is best known for playing the bass guitar
and cello for OneRepublic. He has written and
performed with various other musicians from both
underground music scenes and mainstream acts.
Analysis: The source-reference pair is taken from
the Wiki-Doc dataset. Vanilla SIMSUM model
makes a factual error in the generation (instead
of Newport Beach). In addition, SIMSUM with key-
word prompts also manages to keep the important
information that is also presented in ground-truth.

E Examples for checking misaligned
pairs by KeyBERT

E.1 Example 1

Top 5 keywords from source text: [(’an-
dradina’,0.6781), (’paulo’,0.3045), (’popula-
tion’,0.2021), (’area’,0.1203), (’br’,0.112)]
Top 5 keywords from simple reference
(target):[(’edi’,0.4892), (’dias’,0.4876),
(’marçal’,0.4417), (’kielce’,0.3581),
(’carlo’,0.3505)]

Analysis: This example is from A.4 that relates
totally different contents as we showed before.
We can notice that in the Top 5 keywords, there
is no overlapping, which means that this pair
should be removed from the original dataset in our
preprocessing methods.

E.2 Example 2
Top 5 keywords from source text:
[(‘phoenix’,0.4448), (‘galaxy’,0.4211),
(‘dwarf’,0.3657), (‘constellation’,0.3046),
(‘discovered’,0.2794)]
Top 5 keywords from simple reference (tar-
get):[(‘galaxy’,0.4049), (‘phoenix’,0.3354),
(‘dwarf’,0.3252), (‘globular’,0.3043), (‘discov-
ered’,0.2762)]
Analysis: This example is from D.2. The manual
check (directly looking at the source and reference)
and KeyBERT check both indicate that this pair is
aligned and should be kept in the dataset.
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