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Abstract

We present the MASSIVE dataset—
Multilingual Amazon Slu resource package
(SLURP) for Slot-filling, Intent classification,
and Virtual assistant Evaluation. MASSIVE
contains 1M realistic, parallel, labeled virtual
assistant utterances spanning 51 languages, 18
domains, 60 intents, and 55 slots. MASSIVE
was created by tasking professional translators
to localize the English-only SLURP dataset
into 50 typologically diverse languages from
29 genera. We also present modeling results
on XLM-R and mT5, including exact match
accuracy, intent classification accuracy, and
slot-filling F1 score. We have released our
dataset, modeling code, and models publicly.

1 Introduction and Description

Natural Language Understanding (NLU) is a
machine’s ability to understand the meaning and
relevant entities from text. For instance, given the
utterance what is the temperature in
new york, an NLU model might classify the
intent as weather_query and fill the slots as
weather_descriptor: temperature
and place_name: new york. Our partic-
ular focus of NLU is one component of Spoken
Language Understanding (SLU), in which raw
audio is first converted to text before NLU is
performed (Young, 2002; Wang et al., 2005;
Tur and Mori, 2011). SLU is the foundation of
voice-based virtual assistants like Alexa, Siri,
and Google Assistant. Though virtual assistants
have advanced incredibly in the past decade, they
still only support a small fraction of the world’s
7,000+ languages (Simons, 2022). Challenges
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for multilingualism span the software stack and
a variety of operational considerations, but one
difficulty in creating massively multilingual NLU
models is the lack of labeled data for training and
evaluation, particularly data that is realistic for the
task and that is natural for each given language.
High naturalness typically requires human-based
vetting, which is often costly.

We present MASSIVE (Multilingual Amazon
SLU Resource Package (SLURP) for Slot fill-
ing, Intent classification, and Virtual assistant
Evaluation), a new 1M-example dataset composed
of realistic, human-created virtual assistant utter-
ance text spanning 51 languages, 60 intents, 55
slot types, and 18 domains. With the English seed
data included, there are 587k train utterances, 104k
dev utterances, 152k test utterances, and 153k ut-
terances currently held out for the MMNLU-22
competition, which will be released after the com-
petition. We have released our data, code, and
models 1.

MASSIVE was created by localizing the SLURP
NLU dataset (created only in English) in a parallel
manner. SLURP is described further in Section 2,
linguistic analyses of the dataset in Section 3, and
the localization process in Section 4.3. Results for
Massively Multilingual NLU (MMNLU) modeling,
in which a single model can perform NLU on any
of the incoming languages, are given in Section 5.

2 Related Work

Prior researchers have emphasized the need to ex-
plore the unique challenges of low-resource lan-
guages (Simpson et al., 2008; Strassel and Tracey,
2016; Cruz and Cheng, 2020; Lakew et al., 2020;
Marivate et al., 2020; Magueresse et al., 2020;
Goyal et al., 2021), while the growing number and

1https://github.com/alexa/massive
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size of language models (mBERT (Devlin, 2018),
RoBERTa (Liu et al., 2019b), XLM (Lample and
Conneau, 2019), XLM-R (Conneau et al., 2020),
mBART (Liu et al., 2020), MARGE (Lewis et al.,
2020), and mT5 (Xue et al., 2021) pre-trained on
massively multilingual corpora have allowed for
significant improvements in supporting them. How-
ever, the creation of evaluation datasets for spe-
cific tasks has not kept pace. Some tasks, such as
Named Entity Recognition (NER) or translation,
lend themselves to mining existing corpora (Tiede-
mann, 2012; Pan et al., 2017; Hu et al., 2020), while
others such as NLU, the focus here, require the cre-
ation of new data and schema-specific annotations.
Beyond the cost, even identifying a sufficient num-
ber of speakers for data generation and quality con-
trol can be difficult. Most studies have thus focused
on collecting data for one such low-resource lan-
guage and determining the utility of multilingual
models or cross-lingual learning from more readily
available languages. Moreover, such datasets are
often isolated collections, creating an environment
of multiple datasets not easily comparable across
the different languages or tasks. There have been
exceptions, such as SQuAD (Rajpurkar et al., 2016)
and XQuAd (Artetxe et al., 2019), ATIS (Price,
1990), its Hindi and Turkish extension (Upadhyay
et al., 2018), and MultiATIS++ (Xu et al., 2020),
and Snips (Coucke et al., 2018) with its addition of
French (Saade et al., 2019), where researchers have
extended popular English benchmark datasets to
new languages. This work focuses on the general
multi-domain NLU task and builds off the SLURP
(Bastianelli et al., 2020) benchmark dataset to ex-
tend to an unprecedented 50 new languages.

For the task of NLU, the ATIS dataset has been
popular in the NLP community since its first re-
lease. MultiATIS++ was one of the first efforts to
extend an NLU dataset across a significant number
of languages (nine), yet remained in the limited
domain of airline bookings. While proving an as-
set, it has been questioned what is left to learn
from such a dataset (Tur et al., 2010). Facebook re-
leased a general Intelligent Virtual Assistant (IVA)
dataset across the domains of Alarm, Reminder,
and Weather (Schuster et al., 2019) created for
the purpose of demonstrating cross-lingual trans-
fer learning; and so did not need to be parallel or
have an equal number of datapoints, resulting in
far fewer examples in Thai (5k) compared to Span-
ish (7.6k) and English (43k). The Snips datasets

(both the original English only and the English
and French releases) are most similar to the NLU
contained in the MASSIVE dataset, spanning smart
home and music domains for a generic voice-based
virtual assistant.

The first iteration for the foundation of the MAS-
SIVE dataset was the NLU Evaluation Benchmark-
ing Dataset, with 25k utterances across 18 domains
(Liu et al., 2019a). The authors updated the dataset
and added audio and ASR transcriptions in the
release of the Spoken Language Understanding Re-
source Package (SLURP) (Bastianelli et al., 2020),
allowing for full end-to-end Spoken Language Un-
derstanding (SLU) evaluation similar to the Fluent
Speech Commands dataset (Lugosch et al., 2019)
and Chinese Audio-Textual Spoken Language Un-
derstanding (CATSLU) (Zhu et al., 2019). An
overview of selected existing NLU datasets can
be seen in Table 1.

We release the MASSIVE dataset along with base-
lines from large pre-trained models fine-tuned on
the NLU slot and intent prediction tasks. Early
cross-lingual and multilingual NLU modeling
approaches used projection or alignment meth-
ods (Yarowsky et al., 2001), focusing on string
matching, edit distance, or consonant signatures
(Ehrmann et al., 2011), lookup lexicons for low-
resource languages (Mayhew et al., 2017), and
aligning (Xie et al., 2018) or jointly training word
embeddings (Singla et al., 2018). More recently, re-
searchers have borrowed encoders from pre-trained
neural translation models before building subse-
quent classifiers and NER models (Eriguchi et al.,
2018; Schuster et al., 2019), also focusing on
language-agnostic and language specific features to
learn what information to share between languages
(Chen et al., 2019b). Generative parsing has been
demonstrated using sequence-to-sequence models
and pointer networks (Rongali et al., 2020). With
the rise of BERT and large pre-trained language
models, we have also seen impressive demonstra-
tions of zero-shot performance, where subword
tokenization WordPiece overlap helps but is not
even necessary to realize improvements (Pires et al.,
2019; K et al., 2020), as well as production mul-
tilingual NLU improvements with distillation and
full fine-tuning (FitzGerald et al., 2022). The trans-
lation task has then been incoporated in the pre-
training (Wang et al., 2021) of these models or
even as part of the final NLU hypothesis for stream-
lined multilingual production systems (FitzGerald,
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Name # Lang Utt per Lang Domains Intents Slots

MASSIVE 51 19,521 18 60 55
SLURP (Bastianelli et al., 2020) 1 16,521 18 60 55
NLU Evaluation Data (Liu et al., 2019a) 1 25,716 18 54 56
Airline Travel Information System (ATIS) (Price, 1990) 1 5,871 1 26 129
ATIS with Hindi and Turkish (Upadhyay et al., 2018) 3 1,315-5,871 1 26 129
MultiATIS++ (Xu et al., 2020) 9 1,422-5,897 1 21-26 99-140
Snips (Coucke et al., 2018) 1 14,484 - 7 53
Snips with French (Saade et al., 2019) 2 4,818 2 14-15 11-12
Task Oriented Parsing (TOP) (Gupta et al., 2018) 1 44,873 2 25 36
Multilingual Task-Oriented Semantic Parsing (MTOP) (Li et al., 2021) 6 15,195-22,288 11 104-113 72-75
Cross-lingual Multilingual Task Oriented Dialog (Schuster et al., 2019) 3 5,083-43,323 3 12 11
Microsoft Dialog Challenge (Li et al., 2018b) 1 38,276 3 11 29
Fluent Speech Commands (FSC) (Lugosch et al., 2019) 1 30,043 - 31 -
Chinese Audio-Textual Spoken Language Understanding (CATSLU) (Zhu et al., 2019) 1 16,258 4 - 94

Table 1: Selected NLU benchmark datasets with number of languages, utterances per language, domain count,
intent count, and slot count.

2020). Researchers have propped up training data
by translating and projecting labels into the target
language (Xu et al., 2020) and discovered more so-
phisticated approaches to alignment such as trans-
late and fill using mT5 to train the filler (Nicosia
et al., 2021). Recent work has even delved into the
application of these techniques to lower-resource
languages such as Persian. For example, ParsiNLU
explores a variety of NLU tasks for Parsi, fine-
tuning mT5 of various sizes (Khashabi et al., 2021).
Similarly these techniques have also been used,
even a bit earlier, for text summarization (Farahani
et al., 2021).

3 Language Selection and Linguistic
Analysis

3.1 Language Selection
The languages in MASSIVE were chosen accord-
ing to the following considerations. First, we ac-
quired cost and worker availability estimates for
over 100 languages, providing a constraint to our
choices given our fixed budget. Second, we deter-
mined existing languages available in major virtual
assistants, such that the dataset could be used to
benchmark today’s systems. Third, we categorized
the full pool of languages according to their gen-
era as taken from the World Atlas of Linguistic
Structures (WALS) database (Dryer and Haspel-
math, 2013), where a genus is a language group
that is clear to most linguists without systematic
comparative analysis. Genus is a better indicator
of typological diversity, which we sought to maxi-
mize, than language family (Dryer, 1989). Fourth,
we used the eigenvector centrality of Wikipedia
articles, tweets, and book translations (Ronen et al.,
2014) as proxies for the internet influence and thus

the resource availability of a given language, partic-
ularly for self-supervised pretraining applications,
and we chose languages spanning the breadth of
resource availability. Fifth, we examined the script
of each language, seeking to increase script diver-
sity to drive experimentation in tokenization and
normalization.

Ultimately, we created 50 new, distinct text cor-
pora, representing 49 different spoken languages.
Mandarin Chinese was collected twice, once with
native speakers who use the traditional set of char-
acters, and once with native speakers who use the
modern simplified set of characters. There are 14
language families in the dataset. The term “lan-
guage family” usually refers to a group of lan-
guages which are known to be genetically related,
that is, they all descend from a common ancestor
language. In MASSIVE, we also include “language
isolates” as families. These are languages that have
no clear relationship to any known language. Our
choices are given in Table 2.

3.2 Scripts
There are 21 distinct scripts used in the dataset.
The majority of languages in MASSIVE (28 includ-
ing English) use some variety of the Latin alpha-
bet, which is also the most widely used script in
the world. The Arabic script is used for three lan-
guages, the Cyrillic script for two languages, and
the remaining 18 languages have “unique” scripts,
in the sense that only one language in the dataset
uses that script. Fourteen scripts are unique to a
single language, although they may belong to a
larger family of writing systems. For example, the
Dravidian languages in MASSIVE have their own
scripts, but are all members of the general Brahmi
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Code Name Script Genus Code Name Script Genus Code Name Script Genus

af-ZA Afrikaans Latn Germanic hy-AM Armenian Armn Armenian pl-PL Polish Latn Slavic
am-ET Amharic Ethi Semitic id-ID Indonesian Latn Malayo-Sumbawan pt-PT Portuguese Latn Romance
ar-SA Arabic Arab Semitic is-IS Icelandic Latn Germanic ro-RO Romanian Latn Romance
az-AZ Azerbaijani Latn Turkic it-IT Italian Latn Romance ru-RU Russian Cyrl Slavic
bn-BD Bengali Beng Indic ja-JP Japanese Jpan Japanese sl-SI Slovenian Latn Slavic
cy-GB Welsh Latn Celtic jv-ID Javanese Latn Javanese sq-AL Albanian Latn Albanian
da-DK Danish Latn Germanic ka-GE Georgian Geor Kartvelian sv-SE Swedish Latn Germanic
de-DE German Latn Germanic km-KH Khmer Khmr Khmer sw-KE Swahili Latn Bantoid
el-GR Greek Grek Greek kn-IN Kannada Knda Southern Dravidian ta-IN Tamil Taml Southern Dravidian
en-US English Latn Germanic ko-KR Korean Kore Korean te-IN Telugu Telu South-Central Dravidian
es-ES Spanish Latn Romance lv-LV Latvian Latn Baltic th-TH Thai Thai Kam-Tai
fa-IR Persian Arab Iranian ml-IN Malayalam Mlym Southern Dravidian tl-PH Tagalog Latn Greater Central Philippine
fi-FI Finnish Latn Finnic mn-MN Mongolian Cyrl Mongolic tr-TR Turkish Latn Turkic
fr-FR French Latn Romance ms-MY Malay Latn Malayo-Sumbawan ur-PK Urdu Arab Indic
he-IL Hebrew Hebr Semitic my-MM Burmese Mymr Burmese-Lolo vi-VN Vietnamese Latn Viet-Muong
hi-IN Hindi Deva Indic nb-NO Norwegian Latn Germanic zh-CN Mandarin Hans Chinese
hu-HU Hungarian Latn Ugric nl-NL Dutch Latn Germanic zh-TW Mandarin Hant Chinese

Table 2: The 51 languages of MASSIVE, including scripts and genera.

class of scripts. The other two scripts are unique in
that only one language in the dataset uses them, but
they are more widely used in the real world: Ge’ez
and Chinese. Ge’ez is represented by Amharic in
the dataset, but is used for several languages in
East Africa, such as Tigrinya. The Chinese script
is represented by Mandarin, but is used by other
languages in China such as Cantonese.

3.3 Sentence Types
MASSIVE consists of utterances directed at a device,
rather than a person, which has some consequences
for the type of linguistic patterns it contains. Specif-
ically, the corpus primarily consists of interroga-
tives (i.e., questions) and imperatives (commands
or requests). There are relatively few declarative ut-
terances in the set. This is in contrast to many large
datasets from other sources (e.g., wikipedia, movie
scripts, newspapers) which contain a high propor-
tion of declaratives, since the language is collected
from situations where humans are communicating
with humans.

In the context of a voice assistant, a user typically
asks a device to perform an action or answer a
question, so declaratives are less common. For
instance, a person might use an imperative “tell me
if it calls for rain today” or ask a question “will it
rain today,” but they would not tell their device “it’s
raining today.” When declaratives are used with
voice assistants, they generally have the pragmatic
effect of a directive. For instance, a virtual assistant
can respond to the declarative “it’s cold in here” by
turning up the temperature (Thattai et al., 2020).
Although syntactically it looks like a declarative,
such an utterance has the force of an imperative.

The standard unit of analysis in linguistics is

the declarative sentence, and there is relatively less
known about imperatives and questions. MASSIVE

presents an opportunity to study these sentence
forms, and the parallel nature of the corpus makes
cross-linguistic comparisons even easier.

3.4 Word Order
Languages have intricate rules for ordering words
depending on the word-type and sentence-type. In
English, the word order for statements (“you are
leaving”) is different from questions (“are you leav-
ing?”). This is not mandatory, and sometimes the
pitch of the voice is enough to indicate a question
(e.g. “you’re leaving?” with a rising intonation).

When considering word order at a typological
level, it is common to simplify the situation and
consider only affirmative declarative sentences and
only three grammatical elements: the verb (V), its
subject (S), and its object (O). This makes for six
possible word orders: SVO, SOV, VOS, VSO, OVS,
and OSV. All six orders have been documented,
although the overwhelming majority of languages
use Subject-initial ordering, while Object-initial
ordering is extremely rare.

In MASSIVE, 39 languages are subject-initial (24
SVO and 15 SOV), while only three are verb-initial
(VSO specifically). No object-initial languages are
represented. Five languages are marked in WALS
as having no preferred word order, and four do not
have any word order data at all.

3.5 Imperative Marking
The languages in MASSIVE have a variety of ways
of indicating the imperative mood of an utterance.
The majority of them (33) use some kind of verb
morphology, such as adding a suffix. About half
of those languages (18) have distinct imperative
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marking for singular or plural addressees. The ut-
terances in MASSIVE are technically directed at
a single addressee, the voice assistant, but since
some languages use the plural as an indicator of
politeness (see below) all varieties of imperatives
will likely occur in this dataset. There are ten lan-
guages without any special morphology, and they
indicate imperative through other means, such as
word order or vocabulary choice.

Ten languages in the dataset have a specialized
distinction between imperatives, for commands
directed at another individual, and “hortatives”,
where the command also includes the speaker. En-
glish verbs are not directly marked for hortative,
but the auxiliary verb “let” can convey the mood in-
stead. For example, “write this down” is an imper-
ative and only the addressee need write anything,
while “let’s write this down” is a hortative and the
speaker is also expected to write. The pervasive-
ness of hortatives in the context of a voice assistant
is an open question.

Four languages have “optative” moods, which
are subtly different from imperatives. In the opta-
tive, a speaker expresses a wish or desire, as op-
posed to giving a direct command. However, in
the right context, an optative may carry the same
pragmatic weight as an imperative, and strongly
imply that someone ought to do something. En-
glish has no specific optative form, but a similar
mood can be conveyed using conditionals. For ex-
ample, “buy this bag for me” is an imperative while
“if only someone would buy me this bag” is closer
to an optative. Optative forms are not well stud-
ied in linguistics, as they require specific contexts
which can be difficult to create during field work,
but they may be more common in device-directed
utterances.

Lastly, some languages distinguish between im-
peratives, when telling someone to do something,
and “prohibitives”, when telling someone not to do
something. In the MASSIVE set, there are 18 lan-
guages with specialized negative particles which
can only co-occur with imperative verbs. Viet-
namese for instance uses the words “chăng” or
“không” to negate declarative sentences, but uses
“chó” or “dung” to negate imperatives. Another ten
languages have special verbs for the prohibitive, al-
though these may overlap with other grammatical
features of the language. In Spanish, for example,
the prohibitive form of a verb is the same as the
subjunctive form.

3.6 Politeness
Many languages encode different levels of polite-
ness through their use of pronouns. Many European
languages distinguish between “familiar” and “for-
mal” pronouns, with the “formal” pronouns often
morphologically identical to a plural. In French,
the second-person singular “tu” is used between
friends, while the second-person plural “vous” is
used when speaking to a group, or to an individ-
ual of higher social rank (such as an employee to
a manager). These politeness systems are heav-
ily influenced by social context, and the MASSIVE

dataset gives us a chance to see how people adapt
their language when speaking to a virtual assistant
instead of another human.

Nearly half of the languages in MASSIVE (21)
make a two-way formal/informal distinction in
their second-person pronouns. This is probably
due to the fact that most MASSIVE languages are
European, and the binary politeness distinctions
are the most common strategy in that family. A
further eight languages have more than two levels
of formality, such as informal, formal, and hon-
orific. Seven languages have an “avoidance” strat-
egy, which means that pronouns are omitted en-
tirely in a polite scenario. Finally, eleven languages
have no data on politeness in WALS at all.

4 Collection Setup and Execution

4.1 Heldout Evaluation Split
We randomly sampled a subset of the English seed
data which was then paraphrased by professional
annotators, resulting in new, more challenging ut-
terances, including 49% more slots per utterance.
These utterances were localized along with the
other splits to be used as a held out evaluation set
for the Massively Multilingual NLU-22 competi-
tion and workshop 2.

4.2 Vendor Selection and Onboarding
The MASSIVE dataset was collected using a cus-
tomized workflow powered by Amazon MTurk.
We required a vendor pool with the capability and
resources to collect a large multilingual dataset.
Our original vendor pool consisted of five vendors
adjudicated based on previous engagements. This
vendor pool was reduced to three based on engage-
ment and resource availability. Vendors for each
language were selected based on their resource

2mmnlu-22.github.io
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availability and proposed cost. A majority of lan-
guages were supported by a single vendor, while
some languages required cross-vendor support to
be completed with the required quality and within
the required timeline.

We offered two mechanisms to vendors for evalu-
ating workers to be selected for each language. The
first, which was used to select workers for the trans-
lation task, was an Amazon MTurk-hosted fluency
test where workers listen to questions and state-
ments in the relevant language and were evaluated
using a multiple-choice questionnaire. The second,
which was used to select workers for the judgment
task, was a test with a set of three judgments that
the vendor could use to assess if workers were able
to detect issues in the translated utterances. In or-
der to further improve worker selection quality, we
created a translator quiz using the Amazon MTurk
instructions that were created for translation and
judgment tasks, coupled with customized local-
language examples. The workers were required to
prove that they understood the instructions for the
project based on a series of questions.

Before commencing operations, an initial pilot
run of this customized workflow was completed in
three languages. A few workers per vendor were
chosen to engage in this exercise. The pilot run
helped improve clarity of instructions, determine
reporting methods, and share open questions.

4.3 Collection Workflows
The collection was conducted by locale on an in-
dividual utterance level. Each utterance from the
“train,” “dev,” “test,” and “heldout” splits of the
SLURP dataset went through two sequential task
workflows and a judgment workflow. The first task
is slot translation or localization (see Figure 1).
Workers are presented the entire utterance with col-
ored highlighting of the slot values for the utterance
(if any) and then presented with each slot value and
its corresponding label individually. The worker
is asked to either localize or translate the slot, de-
pending on whether the value should be translated
(e.g., “tomorrow”) or localized (e.g., the movie
“La La Land”, which in French is “Pour l’amour
d’Hollywood.” Other entities like regionally known
songs or artists could also be localized to a more
relevant, known song or artist for that language or
region). There is also an option to keep the slot
as is, such as for names (e.g., “Taylor Swift”) or
proper nouns where the original English spelling

should be retained. The metadata of the released
dataset includes whether the worker elected to “lo-
calize,” “translate,” or keep the slot “unchanged,”
primarily for the purposes of researchers evaluat-
ing machine translation systems, where it would be
unreasonable to expect the system to “localize” to
a specific song name the worker selected.

After the slot task, the second worker is asked
to translate or localize the entire phrase using the
slot task output provided by the first worker (see
Figure 2). The phrase worker can decide to keep
the slot as it was translated, modify it, or remove it
entirely if it is not relevant for the language in that
scenario. This worker is also responsible for align-
ing grammatical genders or prepositional affixes to
any of the slots.

Note that this two-step system alleviates the an-
notation burden often encountered with such work.
Traditionally in such collections, workers would
be given a light annotation guide and asked to
highlight spans of the slots in a translated or lo-
calized utterance. In this system, the first step of
slot translation and subsequent insertion obviates
the need for workers to understand nuanced span
notation, which can be complex for highly inflected
languages (prepositions outside the span in English
would not be carried over in the localization, but
would be in the traditional span annotation work-
flow).

4.4 Quality Assurance
The output of the second workflow (the fully local-
ized utterance) is judged by three workers for (1)
whether the utterance matches the intent semanti-
cally, (2) whether the slots match their labels se-
mantically, (3) grammaticality and naturalness, (4)
spelling, and (5) language identification—English
or mixed utterances are acceptable if that is natural
for the language, but localizations without any to-
kens in the target language were not accepted. See
Figure 3 for how this is presented to the Amazon
MTurk worker. These judgments are also included
in the metadata of the dataset. In addition to the
workers judging each other’s work, the collection
system had alarms in place for workers with high
rejection rates, high rates of slot deletion, and high
rates of English tokens in the translations. Work-
ers were also monitored to see if their tasks were
primarily machine translated. Such workers were
removed from the pool and all of their work was
resubmitted to be completed by the other workers.
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Additionally, the authors performed several deep
dives into languages with which they were familiar.

5 Model Benchmarking

5.1 Setup
As initial model benchmarks, we fine-tuned
publicly-available pre-trained language models on
the MASSIVE dataset and evaluated them on intent
classification and slot filling. Our models of choice
for this exercise were XLM-Roberta (XLM-R; Con-
neau et al. 2020) and mT5 (Xue et al., 2021).

In the case of XLM-R, we utilized the pre-
trained encoder with two separate classification
heads trained from scratch, based on JointBERT
(Chen et al., 2019a). The first classification head
used the pooled output from the encoder to predict
the intent and the second used the sequence out-
put to predict the slots. As pooling for the intent
classification head, we experimented with using
hidden states from the first position, averaged hid-
den states across the sequence, and the maximally
large hidden state from the sequence.

With mT5, we explored two separate archi-
tectures. In one architecture, we only used the
pre-trained encoder extracted from mT5, and we
trained two classification heads from scratch sim-
ilarly to the XLM-R setup. We refer to this
setup as mT5 Encoder-Only. In the other architec-
ture, we used the full sequence-to-sequence mT5
model in text-to-text mode, where the input is
“Annotate:” followed by the unlabeled utter-
ance. The decoder output is a sequence of labels
(including the Other label) for all of the tokens
followed by the intent. We did not add the slots
and intents to the vocabulary, but we instead al-
lowed them to be tokenized into subwords. We
refer to this model as mT5 Text-to-Text. For all
models, we used the Base size, which corresponds
to 270M parameters for XLM-R, 258M parameters
for mT5 Encoder-Only, and 580M parameters for
mT5 Text-to-Text, including 192M parameters for
embeddings for all three.

For each model, we performed 128 trials of hy-
perparameter tuning using the Tree of Parzen Es-
timators algorithm and Asynchronous Successive
Halving Algorithm (ASHA) (Li et al., 2018a) for
scheduling, which are both part of the hyperopt
library (Bergstra et al., 2013) integrated into
the ray[tune] library (Liaw et al., 2018),
which is itself integrated into the Trainer from
the transformers library (Wolf et al., 2020),

which we used for modeling and for our pretrained
models. Our hyperparameter search spaces, sam-
pling types, and final choices are given in Table 5.
We trained our models with the Adam optimizer
(Kingma and Ba, 2017) and chose the best per-
forming model checkpoint based on overall ex-
act match accuracy across all locales. Hyperpa-
rameter tuning and fine-tuning was performed us-
ing single p3dn.24xlarge instances (8 x Nvidia
v100) for XLM-R and mT5 Text-to-Text and a sin-
gle g4dn.metal instance (8 x Nvidia T4) for mT5
Encoder-Only. Hyperparameter tuning times were
less than 4 days per model and training times were
less than 1 day per model.

Our dataset includes several languages where
white spacing is not used as a word delimiter. In
some cases, spaces do occur, but they might serve
as phrase delimiters or denote the end of a sentence.
Three of these written languages, Japanese, Chi-
nese (Traditional), and Chinese (Simplified), do
not use spaces anywhere except to identify the end
of a sentence. For these languages, we separate
each character in the unlabeled input with a whites-
pace. We leave exploration of more sophisticated
techniques (such as MeCab for Japanese; Kudo
2005) to future work. We use the default spacing
provided by annotators for all other languages.

Zero-shot performance was also assessed, in
which the models were trained on English data,
validation was performed on all languages, and
testing was performed on all non-English locales.

5.2 Results and Analysis
Table 3 shows the results for each model and
training setup, including those for the best per-
forming locale, the worst performing locale, and
locale-averaged results for intent accuracy, micro-
averaged slot F1 score, and exact match accuracy.
Zero-shot exact match performance is 25-37 points
worse than that of full-dataset training runs. Addi-
tionally, the variance in task performance across lo-
cales is significantly greater for the zero-shot setup
than for full-dataset training. For example, there
is a 15 point difference in exact match accuracy
between the highest and lowest locales for mT5
Text-to-Text when using the full training set, while
the gap expands to 44 points with zero-shot.

We compared the pretraining data quantities by
language for XLM-R to its per-language task per-
formance values, and in the zero shot setup, we
found a Pearson correlation of 0.54 for exact match
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Model Intent Acc (%) Slot F1 (%) Exact Match Acc (%)
High Low Avg High Low Avg High Low Avg

mT5 Base 87.9 ± 1.2 79.0 ± 1.5 85.3 ± 0.2 86.8 ± 0.7 67.6 ± 0.4 76.8 ± 0.1 73.4 ± 1.6 58.3 ± 1.8 66.6 ± 0.2
Text-to-Text en-US km-KH th-TH ja-JP th-TH ja-JP
mT5 Base 89.0 ± 1.1 79.1 ± 1.5 86.1 ± 0.2 85.7 ± 0.7 64.5 ± 0.4 75.4 ± 0.1 72.3 ± 1.6 57.8 ± 1.8 65.9 ± 0.2

Encoder-Only en-US km-KH th-TH ja-JP th-TH ja-JP
XLM-R Base 88.3 ± 1.2 77.2 ± 1.5 85.1 ± 0.2 83.5 ± 0.7 63.3 ± 0.4 73.6 ± 0.1 70.1 ± 1.6 55.8 ± 1.8 63.7 ± 0.2

en-US km-KH th-TH ja-JP th-TH ja-JP

(a) Test results when using the full training set

Model Intent Acc (%) Slot F1 (%) Exact Match Acc (%)
High Low Avg High Low Avg High Low Avg

mT5 Base 79.9 ± 1.4 25.7 ± 1.6 62.9 ± 0.2 64.3 ± 0.7 13.9 ± 0.3 44.8 ± 0.1 53.2 ± 1.8 9.4 ± 1.0 34.7 ± 0.2
Text-to-Text nl-NL ja-JP de-DE ja-JP sv-SE ja-JP
mT5 Base 76.4 ± 1.5 27.1 ± 1.6 61.2 ± 0.2 59.5 ± 1.0 6.3 ± 0.2 41.6 ± 0.1 44.3 ± 1.8 4.2 ± 0.7 28.8 ± 0.2

Encoder-Only nl-NL ja-JP th-TH ja-JP sv-SE ja-JP
XLM-R Base 85.2 ± 1.3 44.8 ± 1.8 70.6 ± 0.2 68.4 ± 0.7 15.4 ± 0.3 50.3 ± 0.1 57.9 ± 1.8 9.8 ± 1.1 38.7 ± 0.2

sv-SE ja-JP sv-SE ja-JP sv-SE ja-JP

(b) Zero-shot test results after training only on en-US

Table 3: Modeling results for (a) training runs on the full training dataset and (b) zero-shot training runs, in which
training was performed only with en-US data, validation was performed with all locales, and testing was performed
on all locales except for en-US. Each table includes the highest locale, the lowest locale, and locale-averaged results
for intent accuracy, micro-averaged slot F1 score, and exact match accuracy. Intervals for 95% confidence are given
assuming normal distributions.

accuracy, 0.58 for intent accuracy, and 0.46 for
micro-averaged slot F1 score. In the full dataset
training setup, the correlations decrease to 0.42
for exact match accuracy, 0.47 for intent accuracy,
and 0.24 for micro-averaged slot F1 score. This
suggests that the constant per-language data quanti-
ties in MASSIVE help to mitigate the effects of the
language-skewed pretraining data distribution.

In Thai, for which spacing is optional, the
model can learn from artificial spacing in the input
(around where the slots will be) to improve task per-
formance. For Khmer, the workers had a difficult
time adapting their translations and localizations to
properly-slotted outputs given the space-optional
nature of the language. Additionally, for Japanese
and Chinese, we added spaces between all char-
acters when modeling. These single-character in-
puts differ from the non-spaced inputs used during
pretraining, which would be chunked into groups
of characters by the tokenizer with corresponding
embeddings. By splitting into single characters,
we don’t allow the model to the use embeddings
learned for chunks of characters. This is a likely
major cause of the drop in exact match accuracy
for Japanese from 58.3% when training on the full
dataset to 9.4% for zero shot. In the zero shot setup,
the model relies solely on pretrained data represen-
tations, and individually-spaced characters are rare

in the pretraining data. That said, character spacing
was necessary in order to properly assign the slots
to the right characters. As mentioned in Section 5.1,
we leave exploration of more sophisticated spacing
techniques for slot filling (such as MeCab; Kudo
2005) to future work.

Discounting for artificial spacing effects, Ger-
manic genera and Latin scripts performed the best
overall (See Appendix E), which is unsurprising
given the amount of pretraining data for those gen-
era and scripts, as well as the quantity of Germanic
and Latin-script languages in MASSIVE. Within
the Germanic genera, Swedish, English, Danish,
Norwegian, and Dutch all performed comparably
(within 95% confidence bounds) for exact match
accuracy. Icelandic was the lowest-performing Ger-
manic language, likely due to a lack of pretraining
data, as well as to its linguistic evolution away from
the others due to isolated conditions.

6 Conclusion

We have released a truly MASSIVE multilingual
dataset for NLU spanning 51 typologically diverse
languages. Our hope is that MASSIVE will en-
courage many new innovations in massively mul-
tilingual NLU, other NLP tasks such as machine
translation, and new linguistic analyses, such as
with imperative morphologies.
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Limitations and Ethical Considerations

There are several significant limitations of the
MASSIVE dataset and of our modeling. Starting
with the dataset, the per-language data quantities
are relatively small at 19.5k total records and 11.5k
records for training. Second, there are some low-
quality utterances, both in the seed data and in
the translations. For the most part, these are sur-
faced through the judgment scores we provide for
each record, but if a user does filtering based on
these judgments, then the data size decreases even
further. Third, the data were originally created
through crowd-sourcing, not from a real virtual as-
sistant, which introduces artificialities. Relatedly,
allowing the worker to decide on translation versus
localization of slot entities added further noise to
the dataset, although we try to store this decision
in the metadata. Fourth, our labeling schema is
relatively simple when compared with hierarchical
labeling schemata or flat schemata with more intent
and slot options. Fifth, our collection system did
not have a robust method to preserving or denot-
ing native tokenization practices—some languages
do not separate with whitespace, while others do
but there is no set practice. This results in poten-
tially easier (larger chunks to predict slot labels) or
harder (each character individually predicted) tasks.
Sixth, it’s possible, though unlikely, that some of
our new crowd-sourced records may contain toxic
or otherwise objectionable content. We performed
analyses to check for such malicious activities and
did not find any as such. Regarding modeling, we
have only investigated base-sized models in rela-
tively standard setups, leaving room for much more
sophisticated modeling. The risks associated with
this dataset and work are relatively low, given that
we have released a research dataset meant to pro-
mote better multilinguality in NLP systems.
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A Additional Linguistic Characteristics

Additional linguistic characteristics of our lan-
guages are given in Table 4.

B The Collection System

Screenshots from our collection workflow are given
in Figures 1, 2, and 3.

C Hyperparameters

The hyperparameter search spaces and the chosen
hyperparameters are given in Tables 5 and 6.

D Results for All Languages

Results for all languages are given for exact match
accuracy in Table 7, intent accuracy in Table 8, and
micro-averaged slot-filling F1 in Table 9.

E A summary of model performance on
language characteristics

We pick our best performing model, mT5 Text-to-
Text, and provide a summary of its performance
on different language characteristics in Figures 4
and 5.
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Name Code WALS
ISO

639-3
Family Subdivision Script Order Politeness Imperative Morphology

Imperative
Hortative

Optative Prohibitive

Afrikaans af-ZA afr afr Indo-European Germanic Latin - - - - - -
Albanian sq-AL alb aln Indo-European Albanian Latin SVO None singular only minimal present special negative
Amharic am-ET amh amh Afro-Asiatic Semtic Ge’ez SOV - singular and plural neither - special imperative and negative
Arabic ar-SA ams arb Afro-Asiatic Semtic Arabic VSO - - - - -
Armenian hy-AM arm hye Indo-European Armenian Armenian None binary singular and plural neither absent special negative
Azerbaijani az-AZ aze azj Turkic Oghuz Latin SOV - - - present -
Bengali bn-BD ben ben Indo-European Indo-Aryan Bengali SOV - - - - -
Burmese my-MM brm mya Sino-Tibetan Lolo-Burmese Burmese SOV avoidance None neither absent special negative
Danish da-DK dsh dan Indo-European Germanic Latin SVO binary number neutral neither absent normal imperative and negative
Dutch nl-NL dut nld Indo-European Germanic Latin None binary number neutral neither - normal imperative and negative
English en-US eng eng Indo-European Germanic Latin SVO None None neither absent normal imperative and negative
Finnish fi-FI fin fin Uralic Finno-Ugric Latin SVO binary singular and plural minimal absent special negative
French fr-FR fre fra Indo-European Romance Latin SVO binary singular only neither absent normal imperative and negative
Georgian ka-GE geo kat Kartvelian Karto-Zan Georgian SOV binary None neither present -
German de-DE ger deu Indo-European Germanic Latin None binary singular only neither absent normal imperative and negative
Greek el-GR grk ell Indo-European Hellenic Greek None binary singular and plural minimal absent special imperative and negative
Hebrew he-IL heb heb Afro-Asiatic Semtic Hebrew SVO None singular and plural minimal absent special imperative and negative
Hindi hi-IN hin hin Indo-European Indo-Aryan Devanagari SOV multiple singular and plural neither absent special negative
Hungarian hu-HU hun hun Uralic Finno-Ugric Latin None multiple None minimal absent special negative
Icelandic is-IS ice isl Indo-European Germanic Latin SVO - singular only neither absent normal imperative and negative
Indonesian id-ID ind ind Austronesian Malayic Latin SVO avoidance None neither absent special negative
Italian it-IT ita ita Indo-European Romance Latin SVO binary singular only neither - special imperative
Japanese ja-JP jpn jpn Japonic Japanese Japanese SOV avoidance number neutral neither absent special negative
Javanese jv-ID jav jav Austronesian Javanese Latin - - - neither - -
Kannada kn-IN knd kan Dravidian Southern Kannada SOV multiple singular and plural minimal absent special imperative and negative
Khmer km-KH khm khm Austoasiatic Khmeric Khmer SVO avoidance None - absent special negative
Korean ko-KR kor kor Koreanic Korean Hangul SOV avoidance number neutral neither absent special negative
Latvian lv-LV lat lav Indo-European Baltic Latin SVO binary plural only neither absent normal imperative and negative
Malay ms-MY mly zsm Austronesian Malayic Latin - - - - - -
Malayalam ml-IN mym mal Dravidian Southern Malayalam SOV multiple singular and plural neither absent special negative
Mandarin (simp) zh-CN mnd cmn Sino-Tibetan Sinitic Simp Chinese SVO binary None neither absent special negative
Mandarin (trad) zh-TW mnd cmn Sino-Tibetan Sinitic Trad Chinese SVO binary None neither absent special negative
Mongolian mn-MN - mon Mongolic Mongolian Cyrillic - - - - - -
Norwegian nb-NO nor nob Indo-European Germanic Latin SVO binary number neutral neither absent normal imperative and negative
Persian fa-IR prs pes Indo-European Indo-Iranian Arabic SOV binary singular only maximal absent normal imperative and negative
Polish pl-PL pol pol Indo-European Slavic Latin SVO binary singular and plural neither - normal imperative and negative
Portuguese pt-PT por por Indo-European Romance Latin SVO binary singular only neither - special imperative
Romanian ro-RO rom ron Indo-European Romance Latin SVO multiple singular only minimal - special imperative
Russian ru-RU rus rus Indo-European Slavic Cyrillic SVO binary singular and plural neither absent normal imperative and negative
Slovenian sl-SI slo slv Indo-European Slavic Latin SVO - singular and plural neither absent normal imperative and negative
Spanish es-ES spa spa Indo-European Romance Latin SVO binary singular and plural neither absent special imperative
Swahili sw-KE swa swh Niger-Congo Bantu Latin SVO None singular and plural minimal absent special imperative and negative
Swedish sv-SE swe swe Indo-European Germanic Latin SVO binary number neutral neither absent normal imperative and negative
Tagalog tl-PH tag tgl Austronesian Philippine Latin VSO multiple singular and plural neither present special negative
Tamil ta-IN tml tam Dravidian Southern Tamil SOV multiple singular and plural - - special imperative and negative
Telugu te-IN tel tel Dravidian South-Central Telugu SOV - singular and plural - absent special negative
Thai th-TH tha tha Kra-Dai Tai Thai SVO avoidance None neither absent special negative
Turkish tr-TR tur tur Turkic Oghuz Latin SOV binary singular and plural minimal absent normal imperative and negative
Urdu ur-PK urd urd Indo-European Indo-Aryan Arabic SOV multiple - - absent -
Vietnamese vi-VN vie vie Austoasiatic Vietic Latin SVO avoidance None neither absent special negative
Welsh cy-GB wel cym Indo-European Celtic Latin VSO binary singular and plural neither - special negative

Table 4: Additional linguistic characteristics of the MASSIVE languages.
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Figure 1: Slot localization task as presented to Amazon MTurk worker.
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Figure 2: Phrase localization task as presented to Amazon MTurk worker.
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Figure 3: Judgment task as presented to Amazon MTurk worker.
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XLM-R Base mT5 Text-to-Text mT5 Encoder-Only

Adam β1 [0.8, 0.9, 0.99] [0.8, 0.9, 0.99] [0.8, 0.9, 0.99]
choice choice choice

0.9 0.8 0.8
Adam β2 [0.95, 0.99, 0.999, 0.9999] [0.95, 0.99, 0.999, 0.9999] [0.95, 0.99, 0.999, 0.9999]

choice choice choice
0.9999 0.9999 0.999

Adam ϵ [1e-06, 1e-07, 1e-08, 1e-09] [1e-06, 1e-07, 1e-08, 1e-09] [1e-06, 1e-07, 1e-08, 1e-09]
choice choice choice
1e-08 1e-09 1e-09

Batch Size [32, 64, 128, 256, 512, 1024] [8, 16, 32, 64]
choice choice
1024 64

Dropout, Attention [0.0, 0.5, 0.05] [0.0, 0.5, 0.05]
quniform quniform

0.0 0.45
Dropout, Feedforward [0.0, 0.5, 0.05] [0.0, 0.5, 0.05] [0.0, 0.5, 0.05]

quniform quniform quniform
0.45 0.05 0.25

Encoder Layer Used [7, 8, 9, 10, 11] [7, 8, 9, 10, 11]
choice choice

11 9
Generation Num Beams [1, 2, 3]

choice
2

Gradient Accumulation Steps [4, 8, 16, 32, 64]
choice

64
Hid Dim Class Head [256, 512, 728, 1024, 2048] [256, 512, 728, 1024, 2048]

choice choice
2048 1024

Intent Class Pooling [first, max, mean] [first, max, mean]
choice choice
max first

LR Scheduler [linear, constant_with_warmup] [linear, constant_with_warmup] [linear, constant_with_warmup]
choice choice choice

constant_with_warmup linear constant_with_warmup
Learning Rate [1e-07, 0.0001, 1e-07] [1e-07, 0.001, 1e-07] [1e-07, 0.001, 1e-07]

qloguniform qloguniform qloguniform
2.8e-05 8e-05 0.0003525

Num Layers Class Head [0, 1, 2, 3] [0, 1, 2, 3]
choice choice

1 1
Slot Loss Coefficient [0.5, 1.0, 2.0, 4.0, 8.0, 16.0] [0.5, 1.0, 2.0, 4.0, 8.0, 16.0]

choice choice
4.0 4.0

Tot Epochs, LR Sched [3, 30, 1] [3, 30, 1] [3, 30, 1]
quniform quniform quniform

26 22 15
Warmup Steps [0, 1000, 100] [0, 1000, 100] [0, 1000, 100]

quniform quniform quniform
800 200 600

Weight Decay [0.0, 0.5, 0.01] [0.0, 0.5, 0.01] [0.0, 0.5, 0.01]
quniform quniform quniform

0.21 0.16 0.07

Table 5: The full-dataset hyperparameter search space, the sampling technique, and the chosen hyperparameter for
our 3 models. The search space for the “quniform” and “qloguniform” sampling techniques is given as [min, max,
increment].
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XLM-R Base mT5 Text-to-Text mT5 Encoder-Only

Adam β1 [0.8, 0.9, 0.99] [0.8, 0.9, 0.99] [0.8, 0.9, 0.99]
choice choice choice
0.99 0.8 0.8

Adam β2 [0.95, 0.99, 0.999, 0.9999] [0.95, 0.99, 0.999, 0.9999] [0.95, 0.99, 0.999, 0.9999]
choice choice choice
0.9999 0.999 0.9999

Adam ϵ [1e-06, 1e-07, 1e-08, 1e-09] [1e-06, 1e-07, 1e-08, 1e-09] [1e-06, 1e-07, 1e-08, 1e-09]
choice choice choice
1e-09 1e-09 1e-08

Batch Size

Dropout, Attention [0.0, 0.5, 0.05] [0.0, 0.5, 0.05]
quniform quniform

0.35 0.4
Dropout, Feedforward [0.0, 0.5, 0.05] [0.0, 0.5, 0.05] [0.0, 0.5, 0.05]

quniform quniform quniform
0.25 0.2 0.2

Encoder Layer Used [7, 8, 9, 10, 11] [7, 8, 9, 10, 11]
choice choice

10 8
Freeze Layers [xlmr.embeddings.word_embeddings.weight, [shared.weight, [mt5.shared.weight,

null] shared.weight + lm_head.weight, null] null]
choice choice choice

xlmr.embeddings.word_embeddings.weight null mt5.shared.weight
Generation Num Beams [1, 2, 3]

choice
3

Gradient Accumulation Steps [1, 2, 4, 8, 16, 32] [4, 8, 16, 32, 64] [4, 8, 16, 32, 64]
choice choice choice

8 64 32
Hid Dim Class Head [728, 1024, 2048, 3072, 4096, 8192, 16384] [256, 512, 728, 1024, 2048]

choice choice
8192 2048

Intent Class Pooling [first, max, mean] [first, max, mean]
choice choice
max mean

LR Scheduler [linear, constant_with_warmup] [linear, constant_with_warmup] [linear, constant_with_warmup]
choice choice choice

constant_with_warmup linear linear
Learning Rate [1e-07, 0.0001, 1e-07] [1e-07, 0.001, 1e-07] [1e-07, 0.001, 1e-07]

qloguniform qloguniform qloguniform
4.7e-06 3.4e-05 6.19e-05

Num Layers Class Head [0, 1, 2, 3] [0, 1, 2, 3]
choice choice

2 3
Slot Loss Coefficient [0.5, 1.0, 2.0, 4.0, 8.0, 16.0] [0.5, 1.0, 2.0, 4.0, 8.0, 16.0]

choice choice
2.0 4.0

Tot Epochs, LR Sched [50, 1500, 50] [50, 1500, 50] [30, 1500, 10]
quniform quniform quniform

850 950 300
Warmup Steps [0, 1000, 100] [0, 1000, 100] [0, 1000, 100]

quniform quniform quniform
500 300 700

Weight Decay [0.0, 0.5, 0.01] [0.0, 0.5, 0.01] [0.0, 0.5, 0.01]
quniform quniform quniform

0.11 0.0 0.35

Table 6: The zero-shot hyperparameter search space, the sampling technique, and the chosen hyperparameter for
our 3 models. The search space for the “quniform” and “qloguniform” sampling techniques is given as [min, max,
increment].
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Exact Match Accuracy (%)

mT5 T2T Full mT5 Enc Full XLM-R Full mT5 T2T Zero mT5 Enc Zero XLM-R Zero

th-TH 73.4 ± 1.6 72.3 ± 1.6 70.1 ± 1.6 33.5 ± 1.7 40.8 ± 1.8 46.3 ± 1.8
en-US 72.5 ± 1.6 72.0 ± 1.6 69.7 ± 1.7
sv-SE 71.2 ± 1.6 70.6 ± 1.6 69.7 ± 1.7 53.2 ± 1.8 44.3 ± 1.8 57.9 ± 1.8
da-DK 70.2 ± 1.6 70.3 ± 1.6 68.2 ± 1.7 47.6 ± 1.8 41.0 ± 1.8 54.4 ± 1.8
my-MM 70.1 ± 1.6 69.4 ± 1.7 65.5 ± 1.7 24.4 ± 1.5 22.2 ± 1.5 33.1 ± 1.7
nb-NO 70.0 ± 1.6 68.8 ± 1.7 66.8 ± 1.7 48.5 ± 1.8 41.0 ± 1.8 53.7 ± 1.8
nl-NL 69.4 ± 1.7 68.1 ± 1.7 66.6 ± 1.7 52.4 ± 1.8 41.0 ± 1.8 51.7 ± 1.8
ru-RU 69.2 ± 1.7 67.2 ± 1.7 66.2 ± 1.7 50.5 ± 1.8 42.6 ± 1.8 52.8 ± 1.8
fi-FI 69.1 ± 1.7 68.8 ± 1.7 66.9 ± 1.7 41.3 ± 1.8 35.8 ± 1.7 49.8 ± 1.8
ms-MY 69.1 ± 1.7 67.3 ± 1.7 65.6 ± 1.7 39.3 ± 1.8 33.1 ± 1.7 45.5 ± 1.8
de-DE 69.0 ± 1.7 68.9 ± 1.7 65.7 ± 1.7 52.0 ± 1.8 40.0 ± 1.8 45.4 ± 1.8
ko-KR 68.8 ± 1.7 68.0 ± 1.7 67.5 ± 1.7 33.7 ± 1.7 24.1 ± 1.5 44.8 ± 1.8
ro-RO 68.6 ± 1.7 65.1 ± 1.7 64.5 ± 1.7 45.4 ± 1.8 35.7 ± 1.7 51.6 ± 1.8
id-ID 68.6 ± 1.7 67.2 ± 1.7 64.8 ± 1.7 46.0 ± 1.8 37.4 ± 1.7 50.7 ± 1.8
af-ZA 68.3 ± 1.7 66.8 ± 1.7 64.9 ± 1.7 39.9 ± 1.8 34.9 ± 1.7 43.9 ± 1.8
tr-TR 68.1 ± 1.7 67.7 ± 1.7 65.2 ± 1.7 37.2 ± 1.7 27.4 ± 1.6 43.8 ± 1.8
el-GR 67.8 ± 1.7 66.7 ± 1.7 64.0 ± 1.7 43.5 ± 1.8 36.8 ± 1.7 41.9 ± 1.8
pt-PT 67.6 ± 1.7 66.0 ± 1.7 64.6 ± 1.7 47.6 ± 1.8 39.8 ± 1.8 48.6 ± 1.8
hu-HU 67.2 ± 1.7 67.7 ± 1.7 65.4 ± 1.7 38.7 ± 1.8 33.7 ± 1.7 44.7 ± 1.8
az-AZ 67.2 ± 1.7 66.2 ± 1.7 65.2 ± 1.7 28.3 ± 1.6 20.2 ± 1.4 37.2 ± 1.7
is-IS 67.1 ± 1.7 66.8 ± 1.7 64.3 ± 1.7 28.5 ± 1.6 23.4 ± 1.5 32.7 ± 1.7
ml-IN 67.1 ± 1.7 67.2 ± 1.7 64.9 ± 1.7 32.5 ± 1.7 27.2 ± 1.6 40.1 ± 1.8
lv-LV 67.0 ± 1.7 67.0 ± 1.7 66.6 ± 1.7 34.3 ± 1.7 27.4 ± 1.6 37.8 ± 1.7
it-IT 66.8 ± 1.7 64.8 ± 1.7 63.1 ± 1.7 45.1 ± 1.8 38.1 ± 1.7 45.2 ± 1.8
all 66.6 ± 0.2 65.9 ± 0.2 63.7 ± 0.2 34.7 ± 0.2 28.8 ± 0.2 38.7 ± 0.2
jv-ID 66.6 ± 1.7 65.4 ± 1.7 59.3 ± 1.8 19.0 ± 1.4 15.3 ± 1.3 11.7 ± 1.2
sq-AL 66.5 ± 1.7 65.1 ± 1.7 63.6 ± 1.7 35.5 ± 1.7 28.9 ± 1.6 35.1 ± 1.7
he-IL 66.2 ± 1.7 65.9 ± 1.7 64.5 ± 1.7 28.1 ± 1.6 26.6 ± 1.6 37.8 ± 1.7
es-ES 66.2 ± 1.7 64.3 ± 1.7 62.8 ± 1.7 50.4 ± 1.8 39.7 ± 1.8 47.6 ± 1.8
fr-FR 66.2 ± 1.7 65.1 ± 1.7 62.2 ± 1.7 47.2 ± 1.8 39.5 ± 1.8 48.6 ± 1.8
bn-BD 66.2 ± 1.7 66.0 ± 1.7 63.4 ± 1.7 27.3 ± 1.6 21.6 ± 1.5 36.3 ± 1.7
hy-AM 66.1 ± 1.7 65.8 ± 1.7 63.1 ± 1.7 34.8 ± 1.7 26.3 ± 1.6 39.0 ± 1.8
mn-MN 66.0 ± 1.7 65.4 ± 1.7 63.4 ± 1.7 24.3 ± 1.5 16.4 ± 1.3 33.3 ± 1.7
fa-IR 65.9 ± 1.7 67.3 ± 1.7 67.0 ± 1.7 38.7 ± 1.8 31.5 ± 1.7 49.6 ± 1.8
sl-SL 65.9 ± 1.7 65.6 ± 1.7 64.3 ± 1.7 36.3 ± 1.7 29.9 ± 1.6 38.4 ± 1.7
tl-PH 65.6 ± 1.7 65.6 ± 1.7 61.1 ± 1.8 34.3 ± 1.7 26.9 ± 1.6 26.9 ± 1.6
hi-IN 65.4 ± 1.7 64.7 ± 1.7 63.4 ± 1.7 35.1 ± 1.7 29.4 ± 1.6 42.6 ± 1.8
km-KH 65.1 ± 1.7 65.0 ± 1.7 60.5 ± 1.8 24.9 ± 1.6 34.7 ± 1.7 35.3 ± 1.7
vi-VN 65.0 ± 1.7 64.5 ± 1.7 64.5 ± 1.7 26.8 ± 1.6 23.9 ± 1.5 44.1 ± 1.8
cy-GB 64.9 ± 1.7 63.3 ± 1.7 60.1 ± 1.8 10.0 ± 1.1 8.3 ± 1.0 17.1 ± 1.4
zh-CN 64.8 ± 1.7 62.9 ± 1.7 60.4 ± 1.8 25.0 ± 1.6 14.1 ± 1.3 17.7 ± 1.4
pl-PL 64.4 ± 1.7 64.0 ± 1.7 60.9 ± 1.8 45.9 ± 1.8 39.9 ± 1.8 49.1 ± 1.8
ar-SA 64.1 ± 1.7 63.4 ± 1.7 61.2 ± 1.8 29.6 ± 1.6 28.7 ± 1.6 31.2 ± 1.7
ur-PK 64.0 ± 1.7 62.4 ± 1.7 59.0 ± 1.8 24.0 ± 1.5 19.3 ± 1.4 30.5 ± 1.7
ta-IN 63.8 ± 1.7 63.5 ± 1.7 61.4 ± 1.7 34.3 ± 1.7 27.9 ± 1.6 37.0 ± 1.7
te-IN 63.8 ± 1.7 65.3 ± 1.7 62.2 ± 1.7 28.3 ± 1.6 22.5 ± 1.5 36.6 ± 1.7
ka-GE 63.6 ± 1.7 63.5 ± 1.7 62.8 ± 1.7 32.5 ± 1.7 30.5 ± 1.7 36.8 ± 1.7
am-ET 63.4 ± 1.7 63.0 ± 1.7 59.3 ± 1.8 16.1 ± 1.3 12.0 ± 1.2 23.8 ± 1.5
sw-KE 63.3 ± 1.7 63.3 ± 1.7 58.5 ± 1.8 17.1 ± 1.4 15.2 ± 1.3 13.9 ± 1.2
kn-IN 62.8 ± 1.7 62.3 ± 1.7 59.4 ± 1.8 30.3 ± 1.7 21.7 ± 1.5 33.4 ± 1.7
zh-TW 61.0 ± 1.8 59.2 ± 1.8 58.0 ± 1.8 27.4 ± 1.6 15.3 ± 1.3 18.1 ± 1.4
ja-JP 58.3 ± 1.8 57.8 ± 1.8 55.8 ± 1.8 9.4 ± 1.0 4.2 ± 0.7 9.8 ± 1.1

Table 7: Exact match accuracy by language for our three models using the full dataset and the zero-shot setup.
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Intent Accuracy (%)

mT5 T2T Full mT5 Enc Full XLM-R Full mT5 T2T Zero mT5 Enc Zero XLM-R Zero

en-US 87.9 ± 1.2 89.0 ± 1.1 88.3 ± 1.2
sv-SE 87.8 ± 1.2 88.5 ± 1.1 87.9 ± 1.2 77.1 ± 1.5 76.0 ± 1.5 85.2 ± 1.3
nb-NO 87.6 ± 1.2 87.7 ± 1.2 87.3 ± 1.2 76.3 ± 1.5 72.8 ± 1.6 83.6 ± 1.3
da-DK 87.5 ± 1.2 88.0 ± 1.2 86.9 ± 1.2 76.8 ± 1.5 73.4 ± 1.6 83.1 ± 1.3
ro-RO 87.2 ± 1.2 87.0 ± 1.2 86.9 ± 1.2 73.0 ± 1.6 70.1 ± 1.6 80.8 ± 1.4
nl-NL 87.2 ± 1.2 87.6 ± 1.2 86.8 ± 1.2 79.9 ± 1.4 76.4 ± 1.5 82.1 ± 1.4
ru-RU 87.0 ± 1.2 86.8 ± 1.2 87.2 ± 1.2 76.2 ± 1.5 73.8 ± 1.6 81.3 ± 1.4
id-ID 87.0 ± 1.2 86.8 ± 1.2 87.1 ± 1.2 77.0 ± 1.5 74.1 ± 1.6 83.1 ± 1.3
fr-FR 86.9 ± 1.2 87.2 ± 1.2 86.3 ± 1.2 76.9 ± 1.5 74.1 ± 1.6 80.8 ± 1.4
it-IT 86.8 ± 1.2 87.6 ± 1.2 86.6 ± 1.2 72.3 ± 1.6 71.5 ± 1.6 76.4 ± 1.5
ms-MY 86.8 ± 1.2 86.9 ± 1.2 86.1 ± 1.2 69.9 ± 1.6 66.0 ± 1.7 76.7 ± 1.5
es-ES 86.7 ± 1.2 86.8 ± 1.2 86.9 ± 1.2 76.6 ± 1.5 75.9 ± 1.5 78.8 ± 1.5
pt-PT 86.7 ± 1.2 86.9 ± 1.2 86.7 ± 1.2 74.0 ± 1.6 74.5 ± 1.6 79.5 ± 1.5
fa-IR 86.3 ± 1.2 87.2 ± 1.2 87.0 ± 1.2 69.0 ± 1.7 66.3 ± 1.7 81.1 ± 1.4
pl-PL 86.3 ± 1.2 87.1 ± 1.2 85.8 ± 1.3 76.4 ± 1.5 74.1 ± 1.6 80.7 ± 1.4
de-DE 86.2 ± 1.2 86.8 ± 1.2 85.7 ± 1.3 77.3 ± 1.5 73.9 ± 1.6 77.6 ± 1.5
az-AZ 86.2 ± 1.2 86.4 ± 1.2 86.2 ± 1.2 57.0 ± 1.8 55.5 ± 1.8 70.9 ± 1.6
tr-TR 86.1 ± 1.2 87.1 ± 1.2 86.3 ± 1.2 66.5 ± 1.7 63.7 ± 1.7 78.4 ± 1.5
ko-KR 86.1 ± 1.2 86.4 ± 1.2 86.5 ± 1.2 60.0 ± 1.8 61.9 ± 1.7 77.0 ± 1.5
af-ZA 86.0 ± 1.2 86.9 ± 1.2 85.6 ± 1.3 68.5 ± 1.7 66.5 ± 1.7 71.7 ± 1.6
ml-IN 86.0 ± 1.2 86.5 ± 1.2 85.1 ± 1.3 60.6 ± 1.8 57.8 ± 1.8 70.1 ± 1.6
sq-AL 85.9 ± 1.3 86.4 ± 1.2 86.4 ± 1.2 62.9 ± 1.7 62.0 ± 1.7 67.6 ± 1.7
sl-SL 85.9 ± 1.3 86.8 ± 1.2 86.3 ± 1.2 61.5 ± 1.7 59.8 ± 1.8 69.5 ± 1.7
el-GR 85.8 ± 1.3 86.6 ± 1.2 86.2 ± 1.2 71.9 ± 1.6 69.8 ± 1.6 74.0 ± 1.6
vi-VN 85.8 ± 1.3 87.2 ± 1.2 86.3 ± 1.2 64.2 ± 1.7 62.7 ± 1.7 79.2 ± 1.5
hi-IN 85.6 ± 1.3 86.2 ± 1.2 85.8 ± 1.3 62.4 ± 1.7 59.3 ± 1.8 74.8 ± 1.6
hu-HU 85.4 ± 1.3 86.9 ± 1.2 86.2 ± 1.2 68.0 ± 1.7 66.4 ± 1.7 77.1 ± 1.5
all 85.3 ± 0.2 86.1 ± 0.2 85.1 ± 0.2 62.9 ± 0.2 61.2 ± 0.2 70.6 ± 0.2
is-IS 85.3 ± 1.3 85.9 ± 1.3 85.3 ± 1.3 59.0 ± 1.8 55.9 ± 1.8 66.7 ± 1.7
fi-FI 85.3 ± 1.3 86.7 ± 1.2 85.5 ± 1.3 69.7 ± 1.7 68.5 ± 1.7 80.2 ± 1.4
zh-CN 85.2 ± 1.3 85.8 ± 1.3 84.9 ± 1.3 55.7 ± 1.8 51.6 ± 1.8 61.9 ± 1.7
lv-LV 85.2 ± 1.3 86.6 ± 1.2 86.1 ± 1.2 61.0 ± 1.8 60.0 ± 1.8 69.2 ± 1.7
th-TH 85.2 ± 1.3 85.5 ± 1.3 84.7 ± 1.3 72.8 ± 1.6 69.6 ± 1.7 77.4 ± 1.5
tl-PH 85.1 ± 1.3 87.0 ± 1.2 84.6 ± 1.3 64.9 ± 1.7 63.8 ± 1.7 63.7 ± 1.7
mn-MN 84.9 ± 1.3 86.0 ± 1.2 84.3 ± 1.3 47.8 ± 1.8 47.2 ± 1.8 64.4 ± 1.7
kn-IN 84.9 ± 1.3 84.9 ± 1.3 84.0 ± 1.3 56.7 ± 1.8 51.8 ± 1.8 63.5 ± 1.7
te-IN 84.9 ± 1.3 85.5 ± 1.3 84.5 ± 1.3 55.0 ± 1.8 52.2 ± 1.8 68.2 ± 1.7
bn-BD 84.8 ± 1.3 85.8 ± 1.3 84.1 ± 1.3 56.5 ± 1.8 52.1 ± 1.8 66.0 ± 1.7
he-IL 84.6 ± 1.3 86.2 ± 1.2 85.9 ± 1.3 64.7 ± 1.7 64.0 ± 1.7 73.2 ± 1.6
my-MM 84.6 ± 1.3 85.2 ± 1.3 83.6 ± 1.3 58.3 ± 1.8 58.4 ± 1.8 67.6 ± 1.7
jv-ID 84.5 ± 1.3 85.3 ± 1.3 82.9 ± 1.4 47.6 ± 1.8 49.3 ± 1.8 46.5 ± 1.8
hy-AM 84.5 ± 1.3 85.6 ± 1.3 84.4 ± 1.3 63.8 ± 1.7 62.2 ± 1.7 71.6 ± 1.6
ta-IN 84.4 ± 1.3 85.2 ± 1.3 83.5 ± 1.3 61.3 ± 1.8 58.0 ± 1.8 68.1 ± 1.7
ur-PK 84.3 ± 1.3 85.1 ± 1.3 83.2 ± 1.3 47.2 ± 1.8 49.0 ± 1.8 65.6 ± 1.7
sw-KE 84.0 ± 1.3 85.8 ± 1.3 83.1 ± 1.3 45.6 ± 1.8 44.7 ± 1.8 46.6 ± 1.8
cy-GB 83.7 ± 1.3 84.9 ± 1.3 82.6 ± 1.4 29.6 ± 1.6 33.1 ± 1.7 46.9 ± 1.8
ja-JP 83.5 ± 1.3 85.8 ± 1.3 83.9 ± 1.3 25.7 ± 1.6 27.1 ± 1.6 44.8 ± 1.8
zh-TW 82.9 ± 1.4 83.8 ± 1.3 83.0 ± 1.3 56.1 ± 1.8 52.2 ± 1.8 60.4 ± 1.8
am-ET 82.7 ± 1.4 84.2 ± 1.3 81.7 ± 1.4 36.8 ± 1.7 36.6 ± 1.7 51.9 ± 1.8
ar-SA 81.8 ± 1.4 82.2 ± 1.4 80.7 ± 1.4 59.0 ± 1.8 58.8 ± 1.8 62.8 ± 1.7
ka-GE 79.9 ± 1.4 81.3 ± 1.4 80.3 ± 1.4 59.3 ± 1.8 58.4 ± 1.8 61.2 ± 1.8
km-KH 79.0 ± 1.5 79.1 ± 1.5 77.2 ± 1.5 60.2 ± 1.8 58.7 ± 1.8 61.3 ± 1.8

Table 8: Intent accuracy by language for our three models using the full dataset and the zero-shot setup.

4297



Micro-Averaged Slot F1 (%)

mT5 T2T Full mT5 Enc Full XLM-R Full mT5 T2T Zero mT5 Enc Zero XLM-R Zero

th-TH 86.8 ± 0.7 85.7 ± 0.7 83.5 ± 0.7 34.5 ± 0.9 59.5 ± 1.0 57.4 ± 1.0
my-MM 82.2 ± 0.7 82.1 ± 0.7 79.0 ± 0.7 26.0 ± 0.8 38.0 ± 0.9 48.9 ± 0.9
en-US 81.6 ± 0.5 80.4 ± 0.5 78.7 ± 0.6
km-KH 81.0 ± 0.8 81.9 ± 0.8 77.9 ± 0.8 27.9 ± 0.9 58.2 ± 1.0 53.6 ± 1.0
sv-SE 80.9 ± 0.6 79.6 ± 0.6 78.5 ± 0.6 64.2 ± 0.7 56.8 ± 0.7 68.4 ± 0.7
nb-NO 80.0 ± 0.6 77.8 ± 0.6 76.0 ± 0.6 58.8 ± 0.7 56.0 ± 0.7 65.1 ± 0.7
ko-KR 79.6 ± 0.7 78.9 ± 0.7 77.8 ± 0.7 46.8 ± 0.8 36.0 ± 0.8 56.0 ± 0.8
da-DK 79.4 ± 0.6 79.1 ± 0.6 77.7 ± 0.6 58.5 ± 0.7 54.6 ± 0.7 64.6 ± 0.7
fi-FI 79.4 ± 0.7 79.2 ± 0.7 77.2 ± 0.7 49.1 ± 0.8 48.9 ± 0.8 62.1 ± 0.8
de-DE 78.8 ± 0.6 78.6 ± 0.6 76.2 ± 0.6 64.3 ± 0.7 55.6 ± 0.7 60.0 ± 0.7
ru-RU 78.7 ± 0.6 76.3 ± 0.6 74.9 ± 0.6 61.6 ± 0.7 55.4 ± 0.7 63.3 ± 0.7
ms-MY 78.4 ± 0.6 77.4 ± 0.6 75.5 ± 0.6 51.5 ± 0.7 48.2 ± 0.7 55.9 ± 0.7
af-ZA 78.3 ± 0.6 76.5 ± 0.6 74.6 ± 0.6 51.9 ± 0.7 52.3 ± 0.7 57.3 ± 0.7
is-IS 78.2 ± 0.6 77.7 ± 0.6 75.2 ± 0.6 39.3 ± 0.7 37.9 ± 0.7 45.2 ± 0.7
nl-NL 78.1 ± 0.6 76.5 ± 0.6 75.5 ± 0.6 61.6 ± 0.7 54.3 ± 0.7 62.4 ± 0.7
jv-ID 78.1 ± 0.6 76.1 ± 0.6 70.9 ± 0.7 29.6 ± 0.7 26.7 ± 0.7 24.7 ± 0.6
hu-HU 78.0 ± 0.6 77.5 ± 0.6 75.3 ± 0.6 46.1 ± 0.7 45.8 ± 0.7 56.8 ± 0.7
tr-TR 77.9 ± 0.6 76.1 ± 0.7 74.9 ± 0.7 48.8 ± 0.8 41.9 ± 0.8 52.8 ± 0.8
lv-LV 77.8 ± 0.6 77.1 ± 0.6 76.3 ± 0.6 47.2 ± 0.8 41.6 ± 0.7 53.0 ± 0.8
ka-GE 77.6 ± 0.7 77.1 ± 0.7 76.8 ± 0.7 43.5 ± 0.9 48.6 ± 0.9 55.9 ± 0.9
ro-RO 77.6 ± 0.6 74.1 ± 0.6 72.4 ± 0.6 56.3 ± 0.7 48.6 ± 0.7 60.8 ± 0.7
el-GR 77.0 ± 0.6 75.5 ± 0.6 73.4 ± 0.6 54.8 ± 0.7 51.7 ± 0.7 54.4 ± 0.7
id-ID 76.9 ± 0.6 75.6 ± 0.6 73.6 ± 0.6 55.6 ± 0.7 51.0 ± 0.7 59.7 ± 0.7
all 76.8 ± 0.1 75.4 ± 0.1 73.6 ± 0.1 44.8 ± 0.1 41.6 ± 0.1 50.3 ± 0.1
az-AZ 76.8 ± 0.6 75.6 ± 0.7 74.1 ± 0.7 40.4 ± 0.7 33.8 ± 0.7 46.6 ± 0.8
he-IL 76.7 ± 0.6 75.1 ± 0.7 74.0 ± 0.7 30.6 ± 0.7 35.5 ± 0.7 49.3 ± 0.8
pt-PT 76.6 ± 0.6 74.9 ± 0.6 73.3 ± 0.6 56.3 ± 0.7 46.6 ± 0.7 58.2 ± 0.7
ml-IN 76.6 ± 0.7 76.1 ± 0.7 74.8 ± 0.7 42.1 ± 0.8 45.5 ± 0.8 52.5 ± 0.8
it-IT 76.4 ± 0.6 73.7 ± 0.6 72.3 ± 0.6 58.7 ± 0.7 50.0 ± 0.7 57.3 ± 0.7
bn-BD 76.4 ± 0.6 75.1 ± 0.6 73.4 ± 0.6 39.6 ± 0.7 37.2 ± 0.7 52.3 ± 0.7
cy-GB 76.3 ± 0.6 73.5 ± 0.6 71.2 ± 0.6 21.8 ± 0.6 21.5 ± 0.5 30.1 ± 0.6
sq-AL 75.9 ± 0.6 73.7 ± 0.6 72.0 ± 0.6 48.3 ± 0.7 41.9 ± 0.7 50.0 ± 0.7
tl-PH 75.8 ± 0.6 74.6 ± 0.6 71.6 ± 0.6 44.7 ± 0.6 37.1 ± 0.6 36.1 ± 0.6
mn-MN 75.8 ± 0.6 74.1 ± 0.6 73.7 ± 0.7 36.6 ± 0.7 26.9 ± 0.7 45.0 ± 0.7
ar-SA 75.7 ± 0.7 75.4 ± 0.7 73.8 ± 0.7 39.7 ± 0.8 44.6 ± 0.8 48.4 ± 0.8
fr-FR 75.6 ± 0.6 73.5 ± 0.6 70.9 ± 0.6 54.2 ± 0.7 51.2 ± 0.7 59.1 ± 0.7
es-ES 75.5 ± 0.6 72.8 ± 0.6 71.0 ± 0.6 61.1 ± 0.7 50.4 ± 0.7 57.1 ± 0.7
fa-IR 75.4 ± 0.6 76.6 ± 0.6 76.6 ± 0.6 49.4 ± 0.7 46.9 ± 0.7 60.2 ± 0.6
sl-SL 75.4 ± 0.6 74.3 ± 0.6 72.2 ± 0.7 49.0 ± 0.7 45.6 ± 0.7 53.1 ± 0.7
hy-AM 75.3 ± 0.7 74.1 ± 0.7 72.4 ± 0.7 41.7 ± 0.7 39.1 ± 0.7 50.0 ± 0.8
hi-IN 75.0 ± 0.6 73.5 ± 0.6 72.3 ± 0.6 49.6 ± 0.7 45.1 ± 0.7 54.6 ± 0.7
zh-CN 74.5 ± 0.5 71.2 ± 0.5 70.0 ± 0.5 33.4 ± 0.5 20.9 ± 0.5 24.8 ± 0.5
ta-IN 74.3 ± 0.7 72.6 ± 0.7 71.8 ± 0.7 45.8 ± 0.8 45.9 ± 0.8 50.3 ± 0.8
vi-VN 74.2 ± 0.5 72.3 ± 0.5 73.3 ± 0.5 28.8 ± 0.5 36.0 ± 0.6 53.9 ± 0.6
am-ET 73.8 ± 0.7 73.7 ± 0.7 70.0 ± 0.7 25.9 ± 0.7 21.3 ± 0.6 39.0 ± 0.8
sw-KE 73.8 ± 0.6 72.9 ± 0.6 68.7 ± 0.7 25.9 ± 0.6 28.2 ± 0.6 27.7 ± 0.6
te-IN 73.0 ± 0.7 74.7 ± 0.7 71.4 ± 0.7 41.1 ± 0.7 39.4 ± 0.7 51.6 ± 0.7
ur-PK 73.0 ± 0.6 71.2 ± 0.6 68.0 ± 0.6 40.1 ± 0.6 32.6 ± 0.6 41.4 ± 0.6
zh-TW 72.9 ± 0.5 68.8 ± 0.6 68.7 ± 0.6 34.4 ± 0.6 22.6 ± 0.5 25.2 ± 0.5
pl-PL 72.9 ± 0.7 71.7 ± 0.7 69.0 ± 0.7 53.4 ± 0.7 49.3 ± 0.7 58.0 ± 0.7
kn-IN 72.2 ± 0.7 71.3 ± 0.7 69.2 ± 0.7 40.4 ± 0.8 38.3 ± 0.8 47.8 ± 0.8
ja-JP 67.6 ± 0.4 64.5 ± 0.4 63.3 ± 0.4 13.9 ± 0.3 6.3 ± 0.2 15.4 ± 0.3

Table 9: Micro-averaged slot-filling F1 by language for our three models using the full dataset and the zero-shot
setup.
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Figure 4: mT5 Text-to-Text performance grouped by Genus and Subdivision. The categories of each language
characteristic are sorted by exact match accuracy for readability. The number of languages falling into each category
is provided in the bar chart in the lowest panel for each characteristic.
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Figure 5: mT5 Text-to-Text performance grouped by Script, Family, Order, Politeness, Imperative Morphology,
Imperative Hortative, Optative and Prohibitive. As with Figure 4, the categories of each language characteristic are
sorted by exact match accuracy for readability. The number of languages falling into each category is provided in
the bar chart in the lowest panel for each characteristic.
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