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Abstract

In cross-lingual named entity recognition
(NER), self-training is commonly used to
bridge the linguistic gap by training on pseudo-
labeled target-language data. However, due to
sub-optimal performance on target languages,
the pseudo labels are often noisy and limit
the overall performance. In this work, we
aim to improve self-training for cross-lingual
NER by combining representation learning and
pseudo label refinement in one coherent frame-
work. Our proposed method, namely ContProto
mainly comprises two components: (1) con-
trastive self-training and (2) prototype-based
pseudo-labeling. Our contrastive self-training
facilitates span classification by separating clus-
ters of different classes, and enhances cross-
lingual transferability by producing closely-
aligned representations between the source and
target language. Meanwhile, prototype-based
pseudo-labeling effectively improves the accu-
racy of pseudo labels during training. We eval-
uate ContProto on multiple transfer pairs, and
experimental results show our method brings
in substantial improvements over current state-
of-the-art methods. 1

1 Introduction

Cross-lingual named entity recognition (NER)
(Tsai et al., 2016; Xie et al., 2018) has seen sub-
stantial performance improvement since the emer-
gence of large-scale multilingual pretrained lan-
guage models (Devlin et al., 2019; Conneau et al.,
2020). However, there is still a noticeable gap
between zero-shot cross-lingual transfer and mono-
lingual NER models trained with target-language
labeled data. To further bridge the linguistic gap be-
tween the source and target language, self-training
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is widely adopted to exploit the abundant language-
specific information in unlabeled target-language
data (Wu et al., 2020b; Ye et al., 2020; Chen et al.,
2021). In general, self-training (sometimes referred
to as teacher-student learning (Wu et al., 2020a))
uses a weak tagger (i.e. teacher model) trained on
source-language data to assign pseudo labels onto
unlabeled target-language data, which is then com-
bined with labeled source-language data to train the
final model (i.e. student model). Nevertheless, due
to sub-optimal performances on target languages,
the pseudo-labeled data contains a large number of
errors and might limit the performances of NER
models trained on them.

To optimize self-training for cross-lingual NER,
several methods have been proposed to improve the
quality of pseudo labels. One line of work focuses
on selecting curated pseudo-labeled data for self-
training via reinforcement learning (Liang et al.,
2021a) or an adversarial discriminator (Chen et al.,
2021). However, they do not fully utilize all the un-
labeled data available. Wu et al. (2020a,b) exploit
the full unlabeled dataset and alleviate the noise in
pseudo labels by aggregating predictions from mul-
tiple teacher models. Likewise, Liang et al. (2021a)
develop multi-round self-training which iteratively
re-trains the teacher model to generate more accu-
rate pseudo-labels. Despite their effectiveness, both
multi-teacher and multi-round self-training impose
a large computational overhead. Furthermore, the
aforementioned methods are mostly data-driven
and ignore the explicit modeling of cross-lingual
alignment in the representation space.

In this work, we take a different approach and
propose ContProto as a novel self-training frame-
work for cross-lingual NER. Unlike existing data
selection methods, ContProto sufficiently lever-
ages knowledge from all available unlabeled target-
language data. Compared with multi-teacher or
multi-round self-training, our method improves
pseudo label quality without training separate mod-
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els. Moreover, we explicitly align the represen-
tations of source and target languages to enhance
the model’s cross-lingual transferability. Specifi-
cally, ContProto comprises two key components,
namely contrastive self-training and prototype-
based pseudo-labeling. Firstly, we introduce a
contrastive objective for cross-lingual NER self-
training. Whereas typical supervised contrastive
learning (Khosla et al., 2020) treats labeled entities
of the same class as positive pairs, we further con-
struct pseudo-positive pairs comprising of a labeled
source-language entity and a target-language span
predicted as the same entity type by the current
model. Hence, such contrastive objective not only
separates different entity classes for easier classi-
fication, but also better aligns representations of
the source and target language, achieving enhanced
cross-lingual transferability. Secondly, we propose
a prototype-based pseudo-labeling to refine pseudo
labels on-the-fly at each training step. We start
with constructing class-specific prototypes based
on the representations produced by contrastive self-
training, which can be regarded as cluster centroids
of each entity type. Then, by ranking the dis-
tances between the representation of an unlabeled
span and each prototype, we gradually shift its soft
pseudo label towards the closest class. As a result,
errors in pseudo labels are dynamically corrected
during training.

It is noteworthy that our contrastive self-training
and prototype-based pseudo-labeling are mutually
beneficial. On one hand, entity clusters generated
by contrastive learning make it easier to determine
the closest prototype and update pseudo labels cor-
rectly. In turn, the model trained on the refined
pseudo labels becomes more accurate when clas-
sifying unlabeled spans, and yields more reliable
positive pairs for contrastive learning.

Our contributions are summarized as follows:
(1) The proposed ContProto shows competitive
cross-lingual NER performance, establishing new
state-of-the-art results on most of the evaluated
cross-lingual transfer pairs (five out of six). (2) Our
contrastive self-training produces well-separated
clusters of representations for each class to facili-
tate classification, and also aligns the source and
target language to achieve improved cross-lingual
transferability. (3) Our prototype-based pseudo-
labeling effectively denoises pseudo-labeled data
and greatly boosts the self-training performance.

2 Preliminaries

2.1 Problem Definition

Cross-lingual named entity recognition aims to
train a NER model with labeled data in a source
language, and evaluate it on test data in target lan-
guages. Following previous works (Jiang et al.,
2020; Ouchi et al., 2020; Yu et al., 2020; Li et al.,
2020a; Fu et al., 2021), we formulate named en-
tity recognition as a span prediction task. Given a
sentence X = {x1, x2, ..., xn}, we aim to extract
every named entity ejk = {xj , xj+1, ..., xk} and
correctly classify it as entity type y. Under zero-
shot settings, labeled data Dsrc

l is only available in
the source language (src), and we leverage unla-
beled data Dtgt

ul of the target language (tgt) during
training.

2.2 Span-based NER

Following Fu et al. (2021), we use the span-based
NER model below as our base model. Firstly, the
input sentence X = {x1, ..., xn} is fed through a
pretrained language model to obtain its last layer
representations h = {h1, ..., hn}. Then, we enu-
merate all possible spans sjk = {xj , ..., xk} where
1 ≤ j ≤ k ≤ n, to obtain the total set of
spans S(X). The representation for each span
sjk ∈ S(X) can be the concatenation of the last
hidden states of its start and end tokens [hj ;hk].
We additionally introduce a span length embedding
lk−j , which is obtained by looking up the (k-j)th

row of a learnable span length embedding matrix.
Thus, we obtain the final representation of sjk as
zjk = [hj ;hk; lk−j ]. Finally, the span representa-
tion is passed through a linear classifier to obtain
its probability distribution Pθ(sjk) ∈ R|C|, where
C is the label set comprising of predefined entity
types and an “O” class for non-entity spans.

2.3 Self-training for NER

Typically, self-training (or teacher-student learning)
for cross-lingual NER first trains a teacher model
M(θt) on the available source-language labeled
dataset Dsrc

l using a cross-entropy loss:

Lsrc = − 1

N

∑

X∈Dsrc
l

1

|S(X)|
∑

sjk∈S(X)

∑

c∈C
yc
jk logP c

θt(sjk)

(1)

where N is the batch size, ycjk = 1 for the true
label of span sjk and 0 otherwise.

Given an unlabeled target-language sentence
X ∈ Dtgt

ul , the teacher model then assigns soft
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pseudo label ŷjk = Pθt(sjk) ∈ R|C| to each span
sjk ∈ X . The student model M(θs) will be trained
on the pseudo-labeled target-language data as well,
using a soft cross-entropy loss:

Ltgt = − 1

N

∑

X∈D
tgt
ul

1

|S(X)|
∑

sjk∈S(X)

∑

c∈C
ŷc
jk logP c

θs(sjk)

(2)

The total objective for the student model in
vanilla self-training is:

L = Lsrc + Ltgt (3)

3 Methodology

In this section, we present our self-training frame-
work ContProto for cross-lingual NER. As shown
in the right part of Figure 1, ContProto mainly
comprises two parts, namely: (1) contrastive self-
training (Section 3.1) which improves span repre-
sentations using contrastive learning; (2) prototype-
based pseudo-labeling (Section 3.2) which gradu-
ally improves pseudo label quality with prototype
learning.

3.1 Contrastive Self-training

In the following section, we first describe super-
vised contrastive learning for span-based NER,
which focuses on source-language representations.
Then, we introduce our pseudo-positive pairs, by
which we aim to improve target-language represen-
tations as well.

Supervised contrastive learning We extend
SupCon (Khosla et al., 2020) to span-based NER,
which leverages label information to construct pos-
itive pairs from samples of the same class and
contrasts them against samples from other classes.
Firstly, to generate multiple views of the same
labeled source-language sentence, each batch is
passed twice through the span-based NER model
described in Section 2.2. An input sentence X
undergoes different random dropouts during each
pass, such that each span sjk ∈ S(X) yields
two representations zjk, z

′
jk. The span represen-

tations are further passed through a two-layer MLP,
to obtain their projected representations ζjk, ζ

′
jk.

We denote the entire set of multi-viewed spans as
{si, yi, ζi}2mi=1, where yi is the true label of si and
m =

∑
X |S(X)| is the total number of spans in

the original batch of sentences.

Then, the supervised contrastive loss is defined
as follows:

Lcont = − 1
2m

∑2m
i=1

1
|P (i)|

∑
p∈P (i) log

exp(ζi·ζp/τ)∑
a∈A(i) exp(ζi·ζa/τ)

(4)
where A(i) ≡ {1, 2, ..., 2m} \ {i}, and P (i) ≡
{p ∈ A(i) : yi = yp} are indices of the positive
sample set consisting of spans sharing the same la-
bel as si. Essentially, supervised contrastive learn-
ing helps to pull source-language entities of the
same class together while pushing clusters of dif-
ferent classes apart, which induces a clustering
effect and thereby benefits classification.

Pseudo-positive pairs As the aforementioned
positive pair only involve source-language spans,
it does not explicitly optimize target-language rep-
resentations or promote cross-lingual alignment.
Therefore, we propose to construct pseudo-positive
pairs which take target-language spans into account
as well.

Concretely, we expand the multi-viewed span
set {si, yi, ζi}2mi=1 by adding in unlabeled target-
language spans, where m denotes the total number
of spans from the source- and target-language sen-
tences. For a source-language span, yi is still its
gold label ygoldi . However, as gold annotations are
not available for target-language spans, we instead
treat the model’s prediction at the current training
step as an approximation for its label yi:

yi =

{
ygoldi if si ∈ Dsrc

l

argmax Pθ(si) if si ∈ Dtgt
ul

(5)

Likewise, we construct positive pairs from entities
with the same (gold or approximated) label. As an
example, positive pairs for the PER (person) class
might be composed of: (1) two source-language
PER names; (2) one source-language PER name and
one target-language span predicted as PER; (3) two
target-language spans predicted as PER. Therefore,
apart from separating clusters of different classes,
our contrastive self-training also explicitly enforces
the alignment between languages, which facilitates
cross-lingual transfer.

Consistency regularization We also include
a consistency regularization term (Liang et al.,
2021b) to further enhance the model’s robustness.
Recall that each sentence is passed twice through
the NER model, and each span si yields two prob-
ability distributions Pθ(si), P

′
θ(si) that are not ex-

actly identical due to random dropout. Therefore,
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Figure 1: Illustration of ContProto. Both classifier blocks share the same parameters.

we enforce the model to output consistent predic-
tions by minimizing the following KL divergence:

Lreg = − 1

m

m∑

i=1

KL(Pθ(si) || P ′
θ(si)) (6)

Finally, the total objective for ContProto is:

L = Lsrc + Ltgt + Lcont + Lreg (7)

3.2 Prototype-based Pseudo-labeling
Benefiting from our contrastive self-training in Sec-
tion 3.1, entity representations (both source- and
target-language) of the same class are tightly clus-
tered together. Intuitively, the closest cluster to
an unlabeled span is likely to represent the span’s
true class. Therefore, we can conveniently utilize
these induced clusters as guidance to infer the un-
labeled span’s NER label. To this end, we intro-
duce prototype-based pseudo-labeling, which lever-
ages prototype learning (Snell et al., 2017) to refine
pseudo labels at each training step.

Class-specific prototypes To start off, we first
define a series of prototypes ϕc, each corresponding
to a class c ∈ C. A prototype ϕc is a representation
vector that can be deemed as the cluster centroid
of class c. Naively, ϕc can be calculated by averag-
ing representations of class c in the entire dataset
at the end of an epoch. However, this means the
prototypes will remain static during the next full
epoch. This is not ideal as distributions of span rep-
resentations and clusters are vigorously changing,

especially in the earlier epochs. Hence, we adopt
a moving-average style of calculating prototypes.
Specifically, we iterate through a batch of mixed
source- and target-language spans {si, yi, ζi}mi=1,
and update prototype ϕc as the moving-average
embedding for spans with (either gold or approxi-
mated) label c:

ϕc = Normalize (αϕc + (1− α)ζi),

∀i ∈ {i | yi = c} (8)

Same as Equation 5, yi is either the gold label for
source-language spans, or the approximated label
obtained from the model’s predictions for target-
language spans. α is a hyperparameter controlling
the update rate.

Pseudo label refinement Having obtained the
prototypes, we then use them as references to refine
the pseudo labels of target-language spans. Typ-
ically, prototype learning classifies an unlabeled
sample by finding the closest prototype, and assign-
ing the corresponding label. However, this may
cause two problems: (1) Assigning a hard one-hot
label forfeits the advantages of using soft labels in
self-training. (2) As the closest prototype might dif-
fer between consecutive epochs, there is too much
perturbation in pseudo labels that makes training
unstable. Thus, we again take a moving-average
approach to incrementally update pseudo labels at
each training step. Given a target-language span
{s, ζ} at epoch t, its soft pseudo label from previ-
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ous epoch ŷt−1 is updated as follows:

ŷc
t =

{
βŷc

t−1 + (1− β) if c = argmaxγ∈C(ϕγ · ζ)
βŷc

t−1 otherwise
(9)

where ŷct represents the pseudo probability on class
c and β is a hyperparameter controlling the update
rate. We use the dot product to calculate similarity
ϕγ · ζ, and define the distance between span repre-
sentation and prototype as (1 − ϕγ · ζ). In other
words, we find the prototype closest to the span’s
representation and take the corresponding class as
an indication of the span’s true label. Then, we
slightly shift the current pseudo label towards it, by
placing extra probability mass on this class while
deducting from other classes. Cumulatively, we are
able to rectify pseudo labels whose most-probable
class is incorrect, while reinforcing the confidence
of correct pseudo labels.

Margin-based criterion NER is a highly class-
imbalanced task, where the majority of spans are
non-entities (“O”). As a result, non-entity span rep-
resentations are widespread and as later shown in
Section 5.2, the “O” cluster will be significantly
larger than other entity types. Therefore, a non-
entity span at the edge of the “O” cluster might ac-
tually be closer to an entity cluster. Consequently,
the above prototype-based pseudo-labeling will
wrongly shift its pseudo label towards the entity
class and eventually result in a false positive in-
stance.

To address this issue, we further add a margin-
based criterion to enhance prototype learning. In-
tuitively, a true entity span should lie in the imme-
diate vicinity of a certain prototype. Thus, we do
not update pseudo labels towards entity classes if
the span is not close enough to any of the entity
prototypes ϕγ , i.e., the similarity between the pro-
totype and any span representation (ϕγ · ζi) does
not exceed a margin r. Meanwhile, as non-entity
spans are widely distributed, we do not apply ex-
tra criteria and update a span as “O” as long as its
closest prototype is ϕO. Formally:

β =





β if argmaxγ∈C(ϕγ · ζi) = O
β if maxγ∈C\{O}(ϕγ · ζi) > r

1 otherwise

(10)

We notice that different entity classes of different
target languages might have varying cluster tight-
ness, and thus it is not judicious to manually set a

fixed margin r universally. Instead, we automati-
cally set class-specific margin rc from last epoch’s
statistics, by calculating the averaged similarity be-
tween target-language spans predicted as class c
and prototype ϕc:

rc = MEAN(ϕc · ζi),where argmaxPθ(si) = c
(11)

Note that, at the start of training, our model does
not produce well-separated clusters and the proto-
types are randomly initialized. Therefore, we warm
up the model by not updating pseudo labels in the
first epoch.

We highlight that our contrastive learning and
prototype-based pseudo-labeling are mutually ben-
eficial. By virtue of the clustering effect from con-
trastive learning, the resulting representations and
prototypes act as guidance for refining pseudo la-
bels. In turn, the model trained with refined pseudo-
labels predicts unlabeled spans more accurately,
and ensures the validity of pseudo-positive spans
for contrastive learning. To summarize, the two
components work collaboratively to achieve the
overall superior performance of ContProto.

4 Experiments

In this section, we verify the effectiveness of Con-
tProto by conducting experiments on two public
NER datasets with six cross-lingual transfer pairs
and performing comparisons with various baseline
models.

4.1 Dataset

Following previous works (Liang et al., 2021a;
Li et al., 2022), we evaluate our ContProto on
six cross-lingual transfer pairs from two widely
used NER datasets: (1) CoNLL dataset (Tjong
Kim Sang, 2002; Tjong Kim Sang and De Meulder,
2003), which includes four languages, namely En-
glish (En), German (De), Spanish (Es) and Dutch
(Nl); (2) WikiAnn dataset (Pan et al., 2017) of En-
glish (En), Arabic (Ar), Hindi (Hi), and Chinese
(Zh). Following common settings, we use the orig-
inal English training set as our source-language
training data Dsrc

l , while treating others as target
languages and evaluate on their test sets. Annota-
tions on target-language training sets are removed,
and they are used as our unlabeled target-language
data Dtgt

ul for self-training. English development
set is used for early stopping and model selection.
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4.2 Baselines

We mainly benchmark against the following self-
training baselines for cross-lingual NER:
TSL (Wu et al., 2020a) weights supervision from
multiple teacher models based on a similarity mea-
sure as pseudo labels for self-training.
Unitrans (Wu et al., 2020b) trains a series of
teacher models sequentially using source-language
data or translated data, and uses a voting scheme
to aggregate pseudo labels from them.
RIKD (Liang et al., 2021a) proposes a reinforced
instance selector for picking unlabeled data and it-
eratively conducts self-training for multiple rounds.
AdvPicker (Chen et al., 2021) leverages adver-
sarial language discriminator for picking pseudo-
labeled data.
MTMT (Li et al., 2022) introduces an extra entity
similarity module and trains the student model with
both NER and similarity pseudo labels.

We also compare ContProto with several base-
line methods that do not leverage unlabeled target-
language data, including Wiki (Tsai et al., 2016),
WS (Ni et al., 2017), TMP (Jain et al., 2019), BERT-
f (Wu and Dredze, 2019), AdvCE (Keung et al.,
2019), XLM-RLarge (Hu et al., 2020), mT5XXL
(Xue et al., 2021).

4.3 Implementation Details

We use XLM-RLarge (Conneau et al., 2020) as the
backbone pretrained language model of our span-
based NER model. The dimension of the projected
representations ζi for contrastive learning is set to
128. The model is trained for 10 epochs. AdamW
(Loshchilov and Hutter, 2019) is used for optimiza-
tion and the learning rate is set to 1e-5. We empiri-
cally set exponential moving average coefficients
as α = 0.99 and β = 0.95. The batch size for
both labeled source-language data and unlabeled
target-language data is set to 16.

4.4 Main Results

CoNLL results We present the experimental re-
sults on CoNLL dataset in Table 1. Overall, our
ContProto achieves the best results in terms of av-
eraged F1 over the target languages, with a +1.03
improvement compared to the previous state-of-
the-art MTMT. Compared with methods that do
not use unlabeled data, ContProto presents substan-
tial improvements, suggesting that incorporating
target-language unlabeled data is indeed beneficial
to cross-lingual NER. Furthermore, our method

Method De Es Nl Avg

w/o unlabeled data
Wiki 48.12 60.55 61.56 56.74
WS 58.50 65.10 65.40 63.00
TMP 61.50 73.50 69.90 68.30
BERT-f 69.56 74.96 77.57 74.03
AdvCE 71.90 74.30 77.60 74.60

self-training
TSL 75.33 78.00 81.33 78.22
Unitrans 74.82 79.31 82.90 79.01
RIKD 78.40 79.46 81.40 79.75
AdvPicker

- seq-tagging 75.01 79.00 82.90 78.97
- span-based † 73.93 84.70 81.01 79.88

MTMT 76.80 81.82 83.41 80.68

ContProto (Ours) 76.41 85.02 83.69 81.71

Table 1: Experimental results on CoNLL. ContProto
results are micro-F1 averaged over 3 runs.†Implemented
using span-based NER model. Baseline results without
markers are cited from the original papers.

Method Ar Hi Zh Avg

w/o unlabeled data
BERT-f 42.30 67.60 52.90 54.27
XLM-RLarge 53.00 73.00 33.10 53.03
mT5XXL 66.20 77.80 56.80 66.93

self-training
TSL 50.91 72.48 31.14 51.51
RIKD 54.46 74.42 37.48 55.45
AdvPicker

- seq-tagging † 53.76 73.69 41.24 56.23
- span-based ‡ 70.70 80.37 56.57 69.21

MTMT 52.77 70.76 52.26 58.60

ContProto (Ours) 72.20 83.45 61.47 72.37

Table 2: Experimental results on WikiAnn. Con-
tProto results are micro-F1 averaged over 3 runs.
†Implemented using official source code. ‡Implemented
using span-based NER model. Baseline results without
markers are cited from the original papers.

outperforms both multi-teacher (i.e., TSL, Uni-
trans) and multi-round (i.e., Unitrans, RIKD) self-
training. This shows our prototype learning pro-
duces more accurate pseudo labels compared to en-
sembling multiple teacher models or iterative self-
training. Compared with data selection methods
(i.e., RIKD, AdvPicker), our superior performance
demonstrates that on the premise of guaranteeing
high-quality pseudo labels, it is beneficial to lever-
age as much target-language data as possible.

Although MTMT attempts to reduce the distance
between entities of the same class in the same lan-

4023



guage, it does not account for the relation between
a source- and a target-language entity. Besides,
AdvPicker implicitly aligns the source and target
language during language-independent data selec-
tion but does not inherit those representations when
training the final model. In comparison, our con-
trastive objective explicitly reduces the distance
between a pair of source- and target-language enti-
ties of the same class, which aligns the source- and
target-language representations to achieve better
cross-lingual performance.

For a fair comparison, we further implement
span-based NER based on the official codebase
of AdvPicker (Chen et al., 2021). From experi-
mental results, span-based AdvPicker shows some
improvement over the original sequence tagging
formulation. However, our ContProto still outper-
forms span-based AdvPicker by a considerable mar-
gin.

WikiAnn results As shown in Table 2, our Con-
tProto achieves superior results on WikiAnn lan-
guages as well, with an averaged +3.16 F1 improve-
ment compared to the best baseline method. It
is noteworthy that span-based AdvPicker presents
considerable improvements compared to its origi-
nal sequence-tagging formulation, suggesting that
span-based NER is a more appropriate formulation
for identifying named entities in cross-language
scenarios, especially for transfer pairs with larger
linguistic gaps. Compared with span-based Ad-
vPicker, ContProto still shows a significant advan-
tage by aligning source- and target-language repre-
sentations and improving pseudo-label quality.

5 Analysis

5.1 Ablation Studies

To demonstrate the contribution of each design
component of ContProto, we conduct the fol-
lowing ablation studies: (1) w/o proto which re-
moves prototype-based pseudo-labeling and only
keeps our contrastive self-training; (2) w/o proto
& cl which removes both prototype-based pseudo-
labeling and the contrastive objective; (3) w/o reg
which removes the consistency regularization; (4)
fixed margin which manually tunes a universally
fixed margin r = 1.0 instead of automatic class-
specific margins; (5) proto w/o cl which removes
the contrastive objective, and directly uses the un-
projected representation zi for constructing proto-
types and updating pseudo labels.

Based on experimental results in Table 3, we
make the following observations: (1) w/o proto
shows reduced performance on all target languages,
which verifies the ability of our prototype-based
pseudo-labeling in improving pseudo label quality.
(2) w/o proto & cl further lowers target-language
performance, which demonstrates the effective-
ness of contrastive self-training in separating dif-
ferent classes and aligning the source- and target-
language representations. (3) w/o reg demonstrates
that removing the consistency regularization leads
to slight performance drops on all target languages.
(4) Using a manually tuned universal margin, fixed
margin underperforms ContProto by a considerable
amount. This signifies the flexibility brought by
the automatic margin when cluster tightness differs
between classes. (5) proto w/o cl leads to drastic
performance drops. Without the contrastive objec-
tive, clusters of different classes overlap with each
other. As a result, the closest prototype might not
accurately reflect a span’s true label, and this leads
to deteriorated pseudo label quality. Thus, the clus-
tering effect from contrastive learning is essential
for accurate prototype-based pseudo-labeling.

5.2 Visualizing Span Distributions
We also conduct a t-SNE visualization (Van der
Maaten and Hinton, 2008) of span representations
zi. As shown in Figure 2a, vanilla self-training
generates representations with some overlapping
between different classes, which makes it challeng-
ing to classify them. In contrast, our ContProto
(Figure 2b) produces more distinguishable repre-
sentations where clusters of different classes are
separated, which verifies the effectiveness of our
contrastive objective. Furthermore, it can be easily
seen that the non-entity “O” cluster is significantly
larger than other entity classes, which justifies the
necessity of margin-based criterion in Section 3.2.

5.3 Pseudo Label Quality
Recall that we remove gold labels from the origi-
nal target-language training sets, and treat them as
unlabeled data for self-training. For analysis pur-
poses, we retrieve those gold labels, to investigate
the efficacy of ContProto in improving the quality
of pseudo labels.

Specifically, we take the gold labels as refer-
ences to calculate the oracle F1 of pseudo labels at
the end of each epoch. As shown in Figure 3, the
pseudo label F1 indeed improves during training
on all target languages, proving the effectiveness
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Method De Es Nl Ar Hi Zh

ContProto 76.41 85.02 83.69 72.20 83.45 61.47
- w/o proto 74.87 (-1.54) 84.08 (-0.94) 81.44 (-2.25) 71.49 (-0.71) 83.10 (-0.35) 59.57 (-1.90)
- w/o proto & cl 74.17 (-2.24) 84.47 (-0.54) 81.03 (-2.66) 70.40 (-1.80) 81.00 (-2.45) 56.30 (-5.16)
- w/o reg 76.23 (-0.18) 84.96 (-0.06) 83.56 (-0.13) 72.15 (-0.05) 83.21 (-0.24) 61.31 (-0.16)
- fixed margin 74.65 (-1.76) 84.49 (-0.52) 83.09 (-0.60) 69.19 (-3.01) 83.07 (-0.38) 60.61 (-0.86)
- proto w/o cl 72.59 (-3.82) 81.18 (-3.84) 80.76 (-2.93) 69.72 (-2.48) 58.38 (-25.07) 53.52 (-7.95)

Table 3: Ablation studies. Values in brackets indicate the performance drop compared to our full method.

(a) Vanilla self-training (b) ContProto

Figure 2: t-SNE visualization of Chinese (Zh) spans.

Figure 3: Pseudo label quality. The horizontal axis is
the epoch number and the vertical axis is the oracle F1
of pseudo labels.

of our prototype-based pseudo-labeling. Notice-
ably, there are significant F1 increases (5∼7%) on
German (De), Arabic (ar), and Chinese (Zh). On
Hindi (Hi), however, we observe a slight drop of
pseudo label F1 after epoch 3, which is mainly due
to a reduction of pseudo label recall. We attribute

this to the larger variance of Hindi entity distribu-
tion, such that many entities outside the automatic
margin turn into false negatives. As the ablation
study (w/o proto) shows, prototype-based pseudo-
labeling for Hindi only accounts for +0.35 perfor-
mance improvement, and the overall improvement
mainly comes from contrastive self-training. Still
though, compared with initial pseudo labels, the
updated Hindi pseudo label quality is improved.

6 Related Work

Cross-lingual NER Existing methods for NER
(Ding et al., 2020; Xu et al., 2021, 2022, 2023a,b;
Zhou et al., 2022b,a) under cross-lingual settings
(Zhang et al., 2021; Liu et al., 2022a,b) can be cate-
gorized into: (1) feature-based methods, which gen-
erate language-independent features to facilitate
cross-lingual transfer via wikification (Tsai et al.,
2016), language alignment (Wu and Dredze, 2019)
or adversarial learning (Keung et al., 2019). (2)
translation-based methods, which produce pseudo
training data by translating labeled source-language
data word-by-word (Xie et al., 2018) or with the
help of word alignment tools (Jain et al., 2019; Li
et al., 2020b; Liu et al., 2021). (3) self-training
methods, which generate pseudo-labeled target-
language data using a model trained with labeled
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source-language data (Wu et al., 2020a,b; Liang
et al., 2021a; Chen et al., 2021; Li et al., 2022).
One concurrent work (Ge et al., 2023) that is sim-
ilar to ours also aims to improve self-training for
cross-lingual NER, but they adopt the traditional
sequence tagging formulation, and also only apply
contrastive learning on class-specific prototypes in-
stead of actual spans. Dong et al. (2020) also lever-
ages self-training for sentence-level cross-lingual
tasks.

Contrastive learning Self-supervised con-
trastive learning has been widely used to generate
representations for various tasks (Chen et al., 2020;
Chuang et al., 2020; Tian et al., 2020; You et al.,
2020; Han et al., 2022; Nguyen et al., 2022; Tan
et al., 2022). In a nutshell, contrastive learning
pulls positive pairs closer while pushing negative
pairs apart. Supervised contrastive learning
(Khosla et al., 2020) further constructs positive
pairs with labeled samples of the same class, which
ensures the validity of positive pairs. Das et al.
(2022) leverages contrastive learning for name
entity recognition, but they work on monolingual
few-shot settings while we focus on cross-lingual
NER self-training.

Prototype learning Prototype learning (Snell
et al., 2017; Wang et al., 2022a) produces represen-
tations where examples of a certain class are close
to the class-specific prototype. Several works ex-
plored prototype learning for few-shot NER (Frit-
zler et al., 2019; Hou et al., 2020; Wang et al.,
2022b).

7 Conclusions

In this work, we propose ContProto as a novel self-
training framework for cross-lingual NER, which
synergistically incorporates representation learn-
ing and pseudo label refinement. Specifically, our
contrastive self-training first generates representa-
tions where different classes are separated, while
explicitly enforcing the alignment between source
and target languages. Leveraging the class-specific
representation clusters induced by contrastive learn-
ing, our prototype-based pseudo-labeling scheme
further denoises pseudo labels using prototypes to
infer true labels of target language spans. As a re-
sult, the model trained with more reliable pseudo
labels is more accurate on the target languages. In
our method, the contrastive and prototype learning
components are mutually beneficial, where the for-

mer induces clusters which makes it easier to iden-
tify the closest prototype, and the latter helps to con-
struct more accurate sample pairs for contrastive
learning. Evaluated on multiple cross-lingual trans-
fer pairs, our method brings in substantial improve-
ments over various baseline methods.

Limitations

In this work, we propose a self-training method
which requires unlabeled data in target languages.
Recall that we remove gold labels from readily
available target-language training data from the
same public NER dataset, and use them as unla-
beled data in our experiments. However, this might
not perfectly simulate a real-life application sce-
nario. Firstly, most free text in target languages
might not contain any predefined named entities.
This requires careful data cleaning and preprocess-
ing to produce unlabeled data ready for use. Sec-
ondly, there might be a domain shift between la-
beled source-language data and unlabeled target-
language data, which poses a question on the effec-
tiveness of our method.

Furthermore, the NER datasets used in this work
contain only a few entity types and different en-
tity classes are relatively balanced. However, on
datasets with a larger number of classes, each class
will be underrepresented in a batch and a larger
batch size might be required for contrastive self-
training to work satisfactorily. Also, if the en-
tity type distribution is long-tailed, prototypes for
those rare entity types might be inaccurate, and
this affects the efficacy of prototype-based pseudo-
labeling.

Lastly, as we observe slight drops of pseudo
label quality at the end of training for some lan-
guages, the pseudo label update strategy can be
refined for further improvement.
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