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Abstract

An open-source DeepPavlov Dream Platform
is specifically tailored for development of com-
plex dialog systems like Generative AI Assis-
tants. The stack prioritizes efficiency, mod-
ularity, scalability, and extensibility with the
goal to make it easier to develop complex dia-
log systems from scratch. It supports modular
approach to implementation of conversational
agents enabling their development through the
choice of NLP components and conversational
skills from a rich library organized into the
distributions of ready-for-use multi-skill AI as-
sistant systems. In DeepPavlov Dream, multi-
skill Generative AI Assistant consists of NLP
components that extract features from user ut-
terances, conversational skills that generate or
retrieve a response, skill and response selectors
that facilitate choice of relevant skills and the
best response, as well as a conversational or-
chestrator that enables creation of multi-skill
Generative AI Assistants scalable up to indus-
trial grade AI assistants. The platform allows
to integrate large language models into dialog
pipeline, customize with prompt engineering,
handle multiple prompts during the same dia-
log session and create simple multimodal assis-
tants.

1 Introduction

Complex AI assistants are becoming more and
more widespread. As a result, interest in technol-
ogy for building complex conversational interfaces
has grown significantly over the last years. At the
same time, most of the available systems enabling
complex dialog systems development are propri-
etary or limited. This opens up new opportunities
for open-source systems that facilitate the develop-
ment of complex AI assistants.

The DeepPavlov Dream Platform1 provides a
stack of Apache 2.0-licensed open-source technolo-
gies that enable development of complex dialog sys-
tems such as enterprise AI assistants. The platform
features a conversational AI orchestrator called
DeepPavlov Agent to coordinate an asynchronous
scalable dialog pipeline; a framework called Deep-
Pavlov Dialog Flow Framework (DFF) to facilitate
development of the multi-step skills; support for
Wikidata and custom knowledge graphs; a library
of modern NLP components and conversational AI
skills (script-based, chit-chat, question answering
(QA), and generative skills) organized into a set of
distributions of multi-skill conversational AI sys-
tems; and a visual designer. These components
make it possible for developers and researchers to
implement complex dialog systems ranging from
multi-domain task-oriented or chit-chat chatbots
to voice and multimodal AI assistants suitable for
academic and enterprise use cases.

The DeepPavlov Dream Platform supports in-
tegrating large language models (LLMs) into
production-ready dialog systems with the help of
general and custom knowledge graphs (KGs) for
fact checking, pre- and post-filters for filtering out
unsuitable responses, and prompt-based generation
for indirect control of LLMs.

Multimodality in DeepPavlov Dream provides
an opportunity to operate with images and to per-
form actions via APIs based on the user’s com-
mands extracted during the conversation.

In this paper, we present the DeepPavlov Dream
Platform for dialog systems development. In Sec-
tion 2, we compare the platform with existing com-
petitors. Sections 3, 4 and 5 introduce the pipeline’s

1https://github.com/deeppavlov/dream
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orchestrator, distributions and other development
tools. The platform’s components and proposed
approaches for dialog system development are de-
scribed in Section 6. Section 7 presents our method-
ology for building prompt-based Generative AI
Assistants. Approaches to managing multimodal-
ity are described in Section 8. Finally, Section 9
provides an overview of a custom dialog system
development process.

2 Comparison with Competitors

In Table 1 we present a comparison of the pop-
ular Conversational AI Platforms. Unlike other
solutions, we provide an open-source Apache 2.0-
based, multi-skill platform that enables develop-
ment of complex open-domain dialog systems.
DeepPavlov Dream allows for combining different
response generation methods, adding pre- and post-
filters, utilizing Wikidata and custom knowledge
graphs, designing custom dialog management algo-
rithms, integrating large language models (LLMs)
to production-ready dialog systems. DeepPavlov
Dream also provides simple integration with load-
balancing tools that is crucial for LLMs-based dia-
log systems in production. We are also working to-
wards text-based and multimodal experiences like
robotics.

3 Pipeline

The DeepPavlov Dream is built upon the Deep-
Pavlov Agent, an open-source framework for or-
chestrating complex systems. The full dialog sys-
tem pipeline of the DeepPavlov Dream is presented
in Figure 1. There are four component groups —
Annotators, Skills, Candidate Annotators, and Re-
sponse Annotators — and two dialog management
components — Skill Selector and Response Selec-
tor. Dialog State is a shared memory that contains
all the information about the dialog as DeepPavlov
Agent expects that services are stateless and can
be run as multiple instances. There are two syn-
chronization points — Skill Selector and Response
Selector. The other services can be run in parallel,
although the Agent allows dependencies between
services within the group to effectively chain them.

DeepPavlov Agent’s pipeline is asynchronous,
i.e., one user’s request does not block the agent
and does not prevent the agent from receiving and
processing requests from other users. Each service
is deployed in a separate docker container. In addi-
tion, separate containers are used for the agent itself

and the database. For development, one can run
the dialog system locally using docker-compose
or Kubernetes.

4 Distributions

Original DREAM Socialbot (Kuratov et al., 2020;
Baymurzina et al., 2021b) included a large num-
ber of components for Natural Language Under-
standing (NLU) and Natural Language Genera-
tion (NLG). Different components are run indepen-
dently and accept dialog state in a required format.
Although some components may depend on the
other ones’ annotations, in general modular sys-
tem’s elements can be safely removed or replaced
with their analogues. Platform users can re-use
existing components to design their own dialog sys-
tems or develop custom components and include
them into existing or custom dialog systems.

The DeepPavlov Dream Platform utilizes a
distribution-based approach for dialog systems de-
velopment. A distribution is a set of YML-files
specifying parameters of docker containers, and a
configuration JSON-file determining a processing
pipeline for DeepPavlov Agent. Platform contains
different distributions including script-based En-
glish distributions, generative-based English, Rus-
sian and multi-lingual distributions, multimodal
distribution, robot controller distribution, and lots
of multi-skill distributions utilizing prompt-based
generation with LLMs (details in Section 6).

5 Development Tools

Platform is supported by development tools
— DeepPavlov dreamtools and DF De-
signer (Kuznetsov et al., 2021), a visual aid in
developing scenario-driven skills for the Dream
Platform using DFF2.
DeepPavlov dreamtools is a set of tools in

Python with a built-in command line tool which
allows developers to operate with Platform distri-
butions in a programmatic way.

Python Package The package exposes Dream
distribution API via configuration and component
objects. It supports a strict set of configuration
files: one pipeline JSON-file and 4 docker-compose
YML configuration files (for production, develop-
ment, proxy, and local deployments). For each file,
the package implements configuration definitions

2https://github.com/deeppavlov/dialog_flow_
framework
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DeepPavlov
Dream Mycroft AI Linto AI RASA Amazon

Lex
Google

DialogFlow
IBM

Watson Avaamo Kore.AI Amelia

License Apache 2.0 Apache 2.0 AGPL-3.0 Apache 2.0 N/A N/A N/A N/A N/A N/A
Open Source Yes Yes Yes Yes No No No No No No
On-Premises Yes Yes Yes Yes No No Yes Yes No Yes
Multi-skill Yes Yes Yes No No No Yes Yes Yes Yes
Generative AI Yes Limited Limited Limited No Limited Yes Yes Yes Limited
FAQ Skills Yes No No Yes No Yes Yes Yes Yes Yes
Task-oriented
Skills Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Chit-Chat
Skills Yes Limited Limited Limited Limited Limited Limited Limited Limited Yes

QA Skills Wikidata,
Custom No No Custom No Custom Custom Custom Custom Custom

Knowledge
Graphs

Wikidata,
Custom KGs No No Yes No Custom Custom Yes Custom Yes

Multilingual
NLU

Per-lang,
multilingual Per-lang Per-lang Per-lang Per-lang Per-lang Per-lang Per-lang Per-lang Per-lang

Domain-specific
NLU No No Yes 3rd-party Limited 3rd-party Yes Yes Yes Yes

External
NLU Yes Yes No Yes No Partial No Yes No Unknown

Scalability Yes No Yes Yes Yes Yes Yes Yes Yes Yes

Multimodality
Text,Voice-3,
Image(wip),
Video(wip)

Text,
Voice-3

Text,
Voice

Text,
Voice-3

Text,
Voice

Text,
Voice

Text,
Voice

Text,
Voice-3

Text,
Voice-3

Text,
Voice

Table 1: Comparison of popular Conversational AI Platforms: DeepPavlov Dream (DeepPavlov, 2023), Mycroft
AI (AI, 2022b), Linto AI (AI, 2022a), RASA (RASA, 2022), Amazon Lex (Amazon, 2022), DialogFlow (Google,
2022), IBM Watson (Watson, 2022), Avaamo (Avaamo, 2022), Kore.AI (Kore.ai, 2022), Amelia (Amelia, 2022). In
Multimodality row Voice-3 denotes usage of third-party applications for Voice processing

Figure 1: The high-level architecture of the user utterance’s processing in DeepPavlov Dream pipeline. The
DeepPavlov Dream supports any number of components limited only by the available computational resources

as objects with methods for serializing, listing, cre-
ating, editing, and validating components. The
components are defined as generic structures.

Additionally, its higher-level functionality al-
lows for creating new distributions from scratch

or using the existing ones as a template, editing
distributions, verifying consistency between com-
ponent definitions (e.g., correct port forwarding,
component naming, etc.), and creating DFF-based
skills with all the necessary template files. We have
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also trnasferred distribution testing utilities previ-
ously bundled with Dream: an automated dialog
tester and a file validation script.

CLI DeepPavlov dreamtools can be used as a
command line utility that wraps most of high-level
package functionality. One of the common uses
is creating a local.yml configuration file, which
contains instructions on whether to deploy a com-
ponent locally or redirect to a proxied DeepPavlov
deployment.

6 Components

The platform contains English, Russian, and mul-
tilingual annotators and skills. Skill and Re-
sponse Selectors are language-agnostic in general.
The Skill Selector’s output may include skills not
present in the running pipeline, making the Skill Se-
lector’s code reusable. There are several available
algorithms for Response Selector – tag-based for
script-based distributions, LLM-based and ranking-
based for generative distributions.

Modular container-based architecture of the
Dream platform allows for integrating components
from different frameworks and with different re-
quirements. For many conversational NLP mod-
els, DeepPavlov (Burtsev et al., 2018) library is
extensively used in several annotators and skills.
DeepPavlov library, an open-source conversational
NLP framework that is based on PyTorch and sup-
ports huggingface transformers, which allows
it to use various transformer-based models from
huggingface Hub (Burtsev et al., 2018). Tradi-
tionally, DeepPavlov contains several variants of
models: the best-performing one with the highest
score, the resource-efficient one with the fastest
inference time (Kolesnikova et al., 2022), and the
multilingual one with the support of several lan-
guages. DeepPavlov library provides ready-for-use
tools for training and inference of NLP pipelines
along with appropriate docker images that simplify
integrating and adapting new components.

Annotators solve a variety of NLP tasks: text
re-writing (sentence segmentation, punctuation re-
covery, spelling preprocessing, coreference reso-
lution (Le et al., 2019)), text classification (senti-
ment, toxicity, emotions, factoidness, topics (Sagy-
ndyk et al., 2022; Karpov and Burtsev, 2023), di-
alog acts (Yu and Yu, 2019), intents and speech
functions (Ostyakova et al., 2022)), token clas-
sification (NER, entity detection), knowledge re-

trieval (requests to external APIs, entity linking to
KBs (Evseev), knowledge extraction from struc-
tured and textual KBs), text ranking (selecting
most relevant prompts for conditional generation,
response candidate ranking (Gao et al., 2020)).

Conversational input usually does not imply
correct case sensitivity, so DeepPavlov Dream
utilizes NER model (Chizhikova et al., 2023)
adapted to both cased and uncased inputs. Ad-
ditionally, the model is based on the Multilin-
gual BERT (MBERT), which allows to support
entity extraction in multiple languages due to the
MBERT cross-lingual transferability (Konovalov
et al., 2020).

Resource consumption is also one of the most
challenging parts of the dialog systems develop-
ment. Often, the production-level annotators qual-
ity can be reached only by NN-based models each
of which may require gigabytes of GPU memory.
To tackle this problem, DeepPavlov equips Dream
with a multi-task learning (MTL) classifier (Karpov
and Konovalov, 2023) trained to solve nine prob-
lems within a single model and decreasing GPU
memory usage ninefold.

Skills in the Dream Platform define response gen-
erators. There are different types of algorithms
for response generation, e.g., template-based, re-
trieval, and generative models. The skills that plan
the dialog more than one step ahead are called
scripted skills. These skills are able to get the
dialog to develop in depth, which is already a gen-
erally accepted expectation of users from conversa-
tional systems. The scripts may utilize either slot-
filling (Baymurzina et al., 2021a) in template-based
responses or controllable generation via LLMs.
Creating script-based skills by hands is a labour-
consuming task, so we also researched approaches
for automatic scripts generation (Kapelyushnik
et al., 2022; Evseev et al.). A dialog system’s
behavior may need to be deterministic in some
cases. For that, developers may utilize either an
intent-based templated response skill, a FAQ skill,
or prompt-based generation via LLMs.

Prompt-based response generation via LLMs,
a recent trend in NLP field (Bai et al., 2022; Taylor
et al., 2022; Scao et al., 2022; Biderman et al., 2023;
Köpf et al., 2023; Dey et al., 2023), was reflected
in the development of prompt-based skills that uti-
lize given prompts and LLMs to respond to the
current context. Developers may create a prompt-
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based generative distribution featuring their own
prompts by copy-pasting several lines of code and
configuration descriptions and selecting the gen-
erative services of interest as a parameter (more
detailed instructions are provided in our tutorials
and documentation). One of the main features of
DeepPavlov Dream is a multi-skill support which
allows a dialog system to contain and switch be-
tween several different prompts during a dialog
session. More details in Section 7.

Knowledge Bases help the dialog system to
generate meaningful responses that require world
knowledge. Although generative models may learn
some information from the training data, correct
responses to factoid question require the dialog
system to utilize an updating Knowledge Base.
Knowledge Bases contain facts in graph or tex-
tual form which can be used as knowledge of
the dialog assistant. DeepPavlov Dream utilizes
graph and textual KBs for different annotators
and skills, e.g., knowledge-based question answer-
ing (KBQA) (Evseev and Arkhipov, 2020), fact
retrieval, paragraph-based open-domain question
answering (ODQA). For AI assistants, one of the
main required features is a custom ontology and a
knowledge graph which allows to extract and store
structured information about users. DeepPavlov
Dream now integrates support of the custom KGs
that allows to integrate corporate knowledge locally
without any concerns on the data safety.

7 Prompt-based Generative AI Assistants

Since the emergence of LLMs, they have been used
to tackle a variety of natural language tasks. The
earlier and smaller models had to be fine-tuned for
each specific task. However, very large models
have shown a remarkable capacity of handling the
same tasks few-shot and zero-shot using prompts,
which are tokens appended or prepended to the
model’s as an instruction to “guide” its behavior.

When using LLMs in dialog modeling, it is cru-
cially important to avoid insensitive or potentially
harmful content and tailor the responses for the spe-
cific user needs. That is where prompt engineering
allows to steer the model in the right direction with
no need for fine-tuning.

DeepPavlov Dream provides an approach to
building Generative AI Assistants with prompt-
based control and lets the user develop their own
ones with the use of prompt engineering. For that,
the platform features Generative Skills, which en-

capsulate Generative Model Services used to lo-
cally run the LLMs of the user’s choice or utilize
external Generative API services. Each Generative
Skill is controlled by one user-specified prompt,
utilizes selected Generative Service and is built
using Dialog Flow Framework to provide an op-
portunity for the developer to control the skill in a
script-based manner. To build an assistant, which
comes in a form of a custom Generative AI As-
sistant Distribution, several Generative Skills can
be combined with help of Prompt Selector picking
the most relevant prompts among presented and
Response Selector managing the dialog. Prompt
selection could be performed in different ways:
simple ranking of prompt-context pairs, ranking of
pairs of context and prompts goals extracted from
prompts using LLMs, predicting with LLMs based
on prompts descriptions.

In upcoming releases, we plan to enhance our
skills by incorporating structured, vector-based,
and RMT-based (Bulatov et al., 2022, 2023) repre-
sentations of episodic and working memory based
on the dialog state and conversation history stored
within DeepPavlov Dream. Given the importance
of supporting queries over documents and knowl-
edge bases, future versions of DeepPavlov Dream
will support LLM-driven interaction with external
data sources like corporate databases. We also plan
to add support for prompt-chaining to enable rea-
soning simulation to address more complex prob-
lems through planning and to facilitate develop-
ment of the autonomous AI agents.

8 Multimodal Generative AI Assistants

Users’ expectations from chatbots are rapidly in-
creasing, so multimodality, which is operating with
images, audio and video, is becoming an important
direction in dialog systems’ development. While
the audio input can be converted to text almost
without losing sense (except of intonations and
emotions), received images may bring a key infor-
mation to a dialog.

DeepPavlov Dream utilizes stateless paradigm,
which means that components do not store any
information about the dialog. The dialog state con-
tains all the information and is forwarded through
the full pipeline (partially, according to the given
formatters) by the Agent component. Sending
images or video between containers can be time-
consuming, so we offer to use a special database
storing images and videos and send file paths in
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this database through the pipeline.
We implemented one of the most obvious ideas,

which is to convert images to textual modality using
image captioning models. Textual input replace-
ment with an original image caption does not work
as expected, so we created a scripted approach
which extracts topics and entities from the cap-
tion, detects the type of the objects, and returns
scripted responses for several particular types of
objects, such as people, animals and food. We
are also working on the skills responding to the
user with images to provide a more engaging and
human-like experience. In addition to that, we are
working on enabling Socratic Models-like (Zeng
et al., 2022) approach to address user tasks by run-
ning conversations between skills understanding
different modalities.

9 Developer Experience

DeepPavlov Dream Platform enables developers to
build their own multi-skill dialog systems. Despite
of low-code/no-code trends for development tools,
our platform requires its users to work with python
and docker that will give them enough flexibility
and customization opportunities.

Developer’s path starts with repository on
GitHub3. Developer needs a PC with Ubuntu or
other Unix-like OS capable of running docker.
To run heavy NLP components, locally dedicated
GPUs are necessary. Any IDE can be utilized, how-
ever, VS Code is needed to use our DF Designer
to create custom scenario-driven skills in a visual
interface.

To create a custom distribution, developer can
either make it by hands or use a single command
from DeepPavlov dreamtools specifying a list
of selected components. Developer can talk to the
system by running a chat in a developer’s mode in a
command line, via Telegram or using web interface
on “/chat” endpoint of the agent4.

One can utilize some components via proxy.
Agent and database components are always run
locally, while proxied components are light-weight
containers. All components not present in the proxy
YML-file for the current distribution are run locally,
which allows the developer to run and debug any
new or existing component locally.

Here are the main opportunities for customiz-
ing a dialog system in DeepPavlov Dream: one

3https://github.com/deeppavlov/dream
4http://0.0.0.0:4242/chat

may combine a new dialog system with particu-
lar existing components, change the parameters of
these components in configuration files, create new
components from scratch or change the existing
components.

To create a custom scenario-driven DFF skill and
add it to the distribution, the developer can use a
single command from DeepPavlov dreamtools.
To visually design a custom scenario-driven DFF
skill, the developer can use DF designer (refer to
the Workshop video5 for detailed instructions).

Prompt-based Generative AI Assistants can be
created by hands using a template distribution. One
can add any number of prompt-based skills and cus-
tomize them by prompt engineering and selecting
Generative Services of interest. Multi-skill dialog
management is handled automatically.

Debugging a complex distributed platform is
always a challenge. In the DeepPavlov Dream
Platform, one can use different techniques to suc-
cessfully debug their Distribution. One can utilize
DeepPavlov Agent’s console to debug based on
the entire dialog state, docker logging output to
debug individual components, or POST requests to
DeepPavlov Agent via Postman or similar tools.

The developer can build a custom user experi-
ence around their Dream-based multi-skill AI assis-
tant or connect it to some of the existing channels,
such as Amazon Alexa, to make it available for the
end users. There is a Workshop Video6 available
with detailed instructions.

We also provide the documentation site for Deep-
Pavlov Dream7. The site provides access to com-
prehensive resources for building intelligent conver-
sational assistants tailored to users’ specific needs.
The site offers extensive documentation, release
notes, and detailed examples to facilitate the de-
velopment of advanced conversational AI appli-
cations. The site also provides opportunities to
join the community of developers leveraging Deep-
Pavlov Dream to shape the future of conversational
AI technology.

10 Conclusion

As complex conversational systems are becoming
more and more popular, it is important to make
the development process of such systems easier for
researchers and developers. DeepPavlov Dream is

5https://www.youtube.com/watch?v=WVlFV9VBh1g
6https://www.youtube.com/watch?v=WAN_IlO-M4M
7https://dream.deeppavlov.ai/
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an open-source conversational platform designed
to let the users develop their own complex dialog
systems and access existing NLP components for
feature extraction and classification of user utter-
ances. The platform features a variety of skills
developed with scenario-driven, retrieval, and gen-
erative approaches using modern NLP techniques
including prompt-based generation. These skills
are organized into ready-to-use distributions of the
multi-skill AI assistants. DeepPavlov Dream al-
lows to customize dialog systems at all levels. The
platform was battle-tested during Amazon Alexa
Prize 3 and 4 and is now providing core infras-
tructure to facilitate the development of multi-skill
generative AI assistants for industry and academia.

We built a DeepPavlov Dream8 Platform’s web-
site9 including documentation, tutorials and useful
links, chat with the demo distribution. We have
published a series of articles about DeepPavlov
Dream on Medium10. We also have a YouTube
channel11 where we publish video workshops and
seminars. To communicate with our team, one can
use our forum12. Short demo video is available on
YouTube13.
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Limitations

The DeepPavlov Dream Platform contains English,
Russian, and multilingual components. However,
the multilingual generative model does not always
respond in the same language.

8https://github.com/deeppavlov/dream
9https://dream.deeppavlov.ai/

10https://medium.com/deeppavlov
11https://www.youtube.com/c/DeepPavlov
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DeepPavlov Dream covers open-domain hy-
brid conversational systems able to chat on any
topic in addition to the commercial scenario-driven
template-based chatbots. Therefore, we propose
to use generative models. Generative-based distri-
butions are able to respond to most of the dialog
contexts with various replies while consume signif-
icant computational resources requiring at least a
single GPU to run models like DialoGPT. Current
distributions have a limited number of task-oriented
skills, like Factoid QA and weather skill.
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elsewhere. (3) The paper reflects the authors’ own
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manner. (4) We acknowledge that the use of the
generative language models like DialoGPT and oth-
ers in production might lead to potential harm to
the end user experience; while we have adopted
measures to prevent inappropriate language out-
put we can not guarantee that the dialog systems
that incorporated generative models can be free
of inappropriate language. (5) All conversations
users have with the publicly deployed English dis-
tribution of DeepPavlov Dream available at14 are
recorded and are available for the conversational AI
researchers via15 as an open-source dialog dataset.
Users have to agree to a privacy agreement prior to
talking to the Dream distribution. They are warned
that their dialogs will become publicly available
as part of the dataset and are strongly encouraged
to never share personal details with the Dream dis-
tribution. (6) The dialogs that developers have
with the Dream distribution running completely via
proxy (including MongoDB instance used by Deep-
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the dialogs between the developer and distributions
that run at least DeepPavlov Agent with MongoDB
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of our open-source conversational AI dataset.
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