WIZMAP: Scalable Interactive Visualization for Exploring Large Machine
Learning Embeddings

Zijie J. Wang Fred Hohman Duen Horng Chau
Georgia Tech Apple Georgia Tech
jayw@gatech.edu fredhohman@apple.com polo@gatech.edu
 Panel (® Control Panel
# dialogue Q @ Contour *® Point 1 Grid (D Label ¥ @ Time v

[from machine reading comprehension to
dialogue state tracking: bridging the gap]
dialogue state tracking (dst) is at the heart

of task-oriented dialogue systems.... agents via

[{m}ulti{woz} 2.2 : a dialogue dataset with

additional annotation corrections and state
tracking baselines] multiwoz (budzianowski
et al., 2018 ) is a well-known task-oriente...

[annotation of greeting, introduction, and
leavetaking in dialogues] dialogue act
annotation aids understanding of
interaction structure, and also in the desig...

[personalized extractive summarization
using an ising machine towards real-time
generation of efficient and coherent
dialogue scenarios] we propose a...

[does this answer your question? towards
dialogue management for restricted domain
question answering systems] the main
problem when going from taskoriented...

hate-language-
speech-detection

H

[amendable generation for dialogue state
tracking] in task-oriented dialogue
systems, recent dialogue state tracking
methods tend to perform one-pass...

[automating template creation for ranking-
based dialogue models] dialogue response
generation models that use template

[personalizing dialogue

learning] existing
personalized dialogue
models use human...

dialogue-model-,
data-task:

generation-text-
language-model

speech-recognition-
model-language

53

translation-mt-
speech-machine

translation-mt-
language-machine

{3
& 3

meta-
translation-based-
machine-model

translation-machine-

grammar-parsing-
based-statistical

grammars-language

parsing-dependency-
parser-treebank 3 v
translation-machine-

v neural-nmt

discourse-parsing-
text-task

O

sense-word-
disambiguation-wsd

question-answer-
answering-qa

O

entity-named-
ner-recognition

task-language- relation-extraction- metaphor-metaphors- B
offensive-detection relations-knowledgeD language-metaphorical
a
clinical-medical- 6
gy . text-task
summarization-document- +

summaries-summary

» WizMap | (3 Paper | # Code | ® Video | ACL Abstracts | 63,213 Data Points | 1.0542 1|

Fig. 1: # WI1zZMAP empowers machine learning researchers and domain experts to easily explore and interpret

millions of embedding vectors across different levels

of granularity. Consider the task of investigating the embeddings

of all 63k natural language processing paper abstracts indexed in ACL Anthology from 1980 to 2022. (A) The
Map View tightly integrates a contour layer, a scatter plot, and automatically-generated multi-resolution embedding
summaries to help users navigate through the large embedding space. (B) The Search Panel enables users to rapidly
test their hypotheses through fast full-text embedding search. (C) The Control Panel allows users to customize
embedding visualizations, compare multiple embedding groups, and observe how embeddings evolve over time.

Abstract

Machine learning models often learn latent em-
bedding representations that capture the do-
main semantics of their training data. These
embedding representations are valuable for in-
terpreting trained models, building new models,
and analyzing new datasets. However, interpret-
ing and using embeddings can be challenging
due to their opaqueness, high dimensionality,
and the large size of modern datasets. To tackle
these challenges, we present WIZMAP, an in-
teractive visualization tool to help researchers
and practitioners easily explore large embed-
dings. With a novel multi-resolution embed-
ding summarization method and a familiar map-
like interaction design, WIZMAP enables users
to navigate and interpret embedding spaces
with ease. Leveraging modern web technolo-

gies such as WebGL and Web Workers, W1z-
MAP scales to millions of embedding points
directly in users’ web browsers and computa-
tional notebooks without the need for dedicated
backend servers. WIZMAP is open-source and
available at the following public demo link:
https://poloclub.github.io/wizmap.

1 Introduction

Modern machine learning (ML) models learn high-
dimensional embedding representations to capture
the domain semantics and relationships in the train-
ing data (Raghu et al., 2019). ML researchers and
domain experts are increasingly using expressive
embedding representations to interpret trained mod-
els (Park et al., 2022), develop models for new
domains (Lee et al., 2018) and modalities (Ben-
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younes et al., 2019), as well as analyze and syn-
thesize new datasets (Kern et al., 2016). However,
it can be difficult to interpret and use embeddings
in practice, as these high-dimensional representa-
tions are often opaque, complex, and can contain
unpredictable structures (Bolukbasi et al., 2016).
Furthermore, analysts face scalability challenges
as large datasets can require them to study millions
of embeddings holistically (Tang et al., 2016).

To tackle these challenges, researchers have pro-
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Fig. 2: WIZMAP enables users to explore embeddings
at different levels of detail. (A) The contour plot
with automatically-generated embedding summaries
provides an overview. (B) Embedding summaries ad-

just in resolution as users zoom in. (C) The scatter plot
enables the investigation of individual embeddings.

&~

posed several interactive visualization tools to help
users explore embedding spaces (e.g., Smilkov

etal., 2016; Liu et al., 2019). These tools often visu- and using embeddings. We develop Wiz-

alize embeddings in a low-dimensional scatter plot
where users can browse, filter, and compare embed-
ding points. However, for large datasets, it is taxing
or even implausible to inspect embedded data point
by point to make sense of the global structure of
an embedding space. Alternatively, recent research
explores using contour plots to summarize embed-
dings (Sevastjanova et al., 2022; Robertson et al.,
2023). Although contour abstractions enable users
to obtain an overview of the embedding space and
compare multiple embeddings through superposi-
tion, a user study reveals that contour plots restrict
users’ exploration of an embedding’s local struc-
tures, where users would prefer to have more visual
context (Robertson et al., 2023). To bridge this crit-
ical gap between two visualization approaches and
provide users with a holistic view, we design and
develop W1zMAP (Fig. 1). Our work makes the
following major contributions:

« WIZMAP, a scalable interactive visualization
tool that empowers ML researchers and domain
experts to explore and interpret embeddings with
millions of points. Our tool employs a familiar
map-like interaction design and fluidly presents
adaptive visual summaries of embeddings across
different levels of granularity (Fig. 2, § 4).

* Novel and efficient method to generate multi-
resolution embedding summaries. To automati-
cally summarize embedding neighborhoods with
different degrees of granularity, we construct a
quadtree (Finkel and Bentley, 1974) from em-
bedding points and extract keywords (text data)
or exemplar points (other data types) from tree
nodes with efficient branch aggregation (§ 3).

 An open-source! and web-based implemen-
tation that lowers the barrier to interpreting

'W1ZMAP code: https://github.com/poloclub/wizmap

MAP with modern web technologies such
as WebGL and Web Workers so that any-
one can access the tool directly in both
their web browsers and computational note-
books without a need for dedicated backend
servers (§ 4.4). For a demo video of WIZMAP,
visit https://youtu.be/8fJG87QVceQ.

2 Background and Related Work

Researchers can extract a data point’s embed-
dings by collecting its corresponding layer acti-
vations in neural networks trained for specific tasks
such as classification and generation (Raghu et al.,
2019). Additionally, researchers have developed
task-agnostic models, such as word2vec (Mikolov
et al., 2013), ELMo (Peters et al., 2018), and
CLIP (Radford et al., 2021) that generate trans-
ferable embeddings directly. These embeddings
have been shown to outperform task-specific, state-
of-the-art models in downstream tasks (Radford
et al., 2021; Dwibedi et al., 2021).

2.1 Dimensionality Reduction

Embeddings are often high-dimensional, such as
300-dimensions for word2vec, or 768-dimensions
for CLIP and BERT Base (Devlin et al., 2018).
Therefore, to make these embeddings easier to visu-
alize, researchers often apply dimensionality reduc-
tion techniques to project them into 2D or 3D space.
Some popular dimensionality reduction techniques
include UMAP (Mclnnes et al., 2020), t-SNE (van
der Maaten and Hinton, 2008), and PCA (Pear-
son, 1901). Each of these techniques has its own
strengths and weaknesses in terms of how well
it preserves the embeddings’ global structure, its
stochasticity, interpretability, and scalability. De-
spite these differences, all dimensionality reduction
techniques produce data in the same structure. This
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means users can choose any technique and visual-
ize the projected embeddings with WIZMAP.

2.2 Interactive Embedding Visualization

Researchers have introduced interactive visualiza-
tion tools to help users explore embeddings (e.g.,
Liu et al., 2018; Li et al., 2018; Arendt et al., 2020).
For example, Embedding Projector (Smilkov et al.,
2016) allows users to zoom, rotate, and pan 2D
or 3D projected embeddings to explore and in-
spect data point features. Similarly, Deepscat-
ter (Schmidt, 2021) and regl-scatterplot (Lekschas,
2023) empowers users to explore billion-scale 2D
embeddings in their browsers. Latent Space Cartog-
raphy (Liu et al., 2019) helps users find and refine
meaningful semantic dimensions within the embed-
ding space. In addition, researchers have designed
visualizations to aid users in comparing embed-
dings, such as embComp (Heimerl et al., 2022)
visualizing local and global similarities between
two embeddings, Emblaze (Sivaraman et al., 2022)
tracing the changes in the position of data points
across two embeddings, and Embedding Compara-
tor (Boggust et al., 2022) highlighting the neighbor-
hoods around points that change the most across
embeddings. In contrast, WIZMAP aims to help
users navigate and interpret both the global and
local structures of large embedding spaces by offer-
ing visual contexts at varying levels of granularity.

3 Multi-scale Embedding Summarization

Researchers have highlighted users’ desire for
embedding visualizations to provide visual con-
texts and embedding summaries to facilitate ex-
ploration of various regions within the embedding
space (Robertson et al., 2023). However, generat-
ing embedding summaries is challenging for two
reasons. First, efficiently summarizing millions of
data points in larger datasets can be a formidable
task. Second, selecting the embedding regions to
summarize is difficult, as users possess varying in-
terests in regions of different sizes and levels of
granularity. To tackle this challenge, we propose
a novel method to automatically generate multi-
resolution embedding summaries at scale.

Multi-resolution Quadtree Aggregation. First,
we apply a dimensionality reduction technique such
as UMAP to project high-dimensional embedding
vectors into 2D points. From these points, we con-
struct a quadtree (Finkel and Bentley, 1974), a tree
data structure that recursively partitions a 2D space

Tree Representation
Multi-resolution
Aggregation

(A) Recursive Partition

Fig. 3: (A) A quadtree recursively partitions a 2D space
into four equally-sized squares, (B) and each square is
represented as a tree node. WIZMAP efficiently aggre-
gates information from the leaves to the root, summariz-
ing embeddings at different levels of granularity.

into four equally-sized squares, each represented
as a node. Each data point exists in a unique leaf
node. To summarize embeddings across different
levels of granularity, we traverse the tree bottom
up. In each iteration, we first extract summaries of
embeddings in each leaf node, and then merge the
leaf nodes at the lowest level with their parent node.
This process continues recursively, with larger and
larger leaf nodes being formed until the entire tree
is merged into a single node at the root. Finally,
we map pre-computed embedding summaries to
a suitable granularity level and dynamically show
them as users zoom in or out in WIZMAP (§ 4.1).

Scalable Leaf-level Summarization. When per-
forming quadtree aggregation, researchers have
the flexibility to choose any suitable method for
summarizing embedding from leaf nodes. For text
embeddings, we propose t-TF-IDF (tile-based TF-
IDF) that adapts TF-IDF (term frequency-inverse
document frequency) to extract keywords from leaf
nodes (Sparck Jones, 1972). Our approach is simi-
lar to c-TF-IDF (classed-based TF-IDF) that com-
bines documents in a cluster into a meta-document
before computing TF-IDF scores (Grootendorst,
2022). Here, we merge all documents in each leaf
node (i.e., a tile in the quadtree partition) as a meta-
document and compute TF-IDF scores across all
leaf nodes. Finally, we extract keywords with the
highest t-TF-IDF scores to summarize embeddings
in a leaf node. This approach is scalable and com-
plementary to quadtree aggregation. Because our
document merging is hierarchical, we only con-
struct the n-gram count matrix once and update it
in each aggregation iteration with just one matrix
multiplication. Summarizing 1.8 million text em-
beddings across three granularity levels takes only
about 55 seconds on a MacBook Pro. For non-text
data, we summarize embeddings by finding points
closest to the embedding centroid in a leaf node.
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4 User Interface

Leveraging pre-computed multi-resolution embed-
ding summarization (§ 3), WIZMAP tightly inte-
grates three interface components (Fig. 1A-C).

4.1 Map View

The Map View (Fig. 1A) is the primary view of
WIZMAP. It provides a familiar map-like interface
that allows users to pan and zoom to explore differ-
ent embedding regions with varying sizes. To help
users easily investigate both the global structure
and local neighborhoods of their embeddings, the
Map View integrates three layers of visualization.

Distribution Contour. To provide users with a
quick overview of the global structure of their
embeddings, we use Kernel Density Estimation
(KDE) (Rosenblatt, 1956) to estimate the distri-
bution of 2D embedding points. We use a stan-
dard multivariate Gaussian kernel with a Silverman
bandwidth for the KDE model (Silverman, 2018).
Next, we compute the distribution likelihoods over
a 200x200 2D grid whose size is determined by
the range of all embedding points. Finally, we vi-
sualize the likelihoods over the grid as a contour
plot (Fig. 4), highlighting the high-level density
distribution of users’ embeddings. Researchers can
adjust the grid density, and we tune it by balancing
the computation time and the contour resolution.

Multi-resolution Labels. The Map View helps
users interpret embeddings across various lev-
els of granularity by dynamically providing pre-
computed contextual labels. It overlays summaries
generated via quadtree aggregation (§ 3) onto the
distribution contour and scatter plot. Users can
hover over to see the summary from a quadtree tile
closest to the cursor. Our tool adjusts the label’s tile
size based on the user’s current zoom level. For ex-
ample, when a user zooms into a small region, the
Map View shows summaries computed at a lower
level in the quadtree. In addition to on-demand em-
bedding summaries, this view also automatically
labels high-density regions (Fig. 4) by showing
summaries from quadtree tiles near the geometric
centers of high-probability contour polygons.

Scatter Plot. To help

users pinpoint embed-

dings within their local

neighborhoods, the Map

View visualizes all embed- -~ =« ~

ding points in a scatter plot with their 2D positions.
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Fig. 4: The Map View provides an embedding overview
via a contour plot and auto-generated multi-resolution
embedding labels placed around high-density areas.

The corresponding scatter plot for Fig. 4 is shown
on the right. Users can specify the color of each
embedding point to encode additional features,
such as the class of embeddings. Also, users
can hover over an embedding point to reveal its
original data, such as ACL paper abstracts (§ 5.1).

4.2 Control Panel

The Map View shows all @ = —r
three visualization layers

by default, and users can customize them to fit
their needs by clicking buttons in the Control
Panel (Fig. 1C). In addition, WIZMAP allows users
to compare multiple embedding groups in the same
embedding space by superimposing them in the
Map View (Gleicher, 2018). In the case of em-
beddings that include times, users can use a slider
(shown on the right) in the Control Panel to observe
changes in the embeddings over time (Fig. 5).

4.3 Search Panel

Searching and filtering can help users discover
interesting embedding patterns and test their hy-
pothesis regarding the embedding structure (Carter
etal., 2019). In WIZMAP, users can use the Search
Panel (Fig. 1B) to search text embeddings includ-
ing specified words in the original data. The panel
shows a list of search results, and the Map View
highlights their corresponding embedding points.

4.4 Scalable & Open-source Implementation

WIZMAP is scalable to millions of embedding
points, providing a seamless user experience with
zooming and animations, all within web browsers
without backend servers. To achieve this, we lever-
age modern web technologies, especially WebGL
to render embedding points with the regl API (Ly-
senko, 2016). We also use Web Workers and
Streams API to enable the streaming of large em-
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Fig. 5: W1zMAP allows users to observe how embeddings change over time. For example, when exploring 63k ACL
paper abstracts, clicking the play button © in the Control Panel animates the visualizations to show embeddings of
papers published in each year in purple and the distribution of all papers in blue. This animation highlights changes
in ACL research topics over time, such as the decline in popularity of grammar and the rise of question-answering.

bedding files in parallel with rendering. To enable
fast full-time search, we apply a contextual index
scoring algorithm with FlexSearch (Wilkerling,
2019). We use D3 (Bostock et al., 2011) for other
visualizations and scikit-learn (Pedregosa et al.,
2011) for KDE. To ensure that our tool can be eas-
ily incorporated into users’ current workflows, we
apply NOVA (Wang et al., 2022b) to make WIZMAP
available within computational notebooks. We pro-
vide detailed tutorials to help users use our tool
with their embeddings. We have open-sourced our
implementation to support future research and de-
velopment of embedding exploration tools.

5 Usage Scenarios

We present two hypothetical scenarios, each with
real embedding data, to demonstrate how WIzMAP
can help ML researchers and domain experts easily
explore embeddings and gain a better understand-
ing of ML model behaviors and dataset patterns.

5.1 Exploring ACL Research Topic Trends

Helen, a science historian, is interested in explor-
ing the evolution of computational linguistic and
natural language processing (NLP) research since
its inception. She downloads the Bibtex files of all
papers indexed in ACL Anthology (Rohatgi, 2022).
and extracts the paper title and abstract from 63k
papers that have abstracts available. Then, He-
len applies MPNet, a state-of-the-art embedding
model (Song et al., 2020), to transform the con-
catenation of each paper’s title and abstract into a
768-dimensional embedding vector. She then trains
a UMAP model to project extracted embeddings
into a 2D space. She tunes the UMAP’s hyperpa-
rameter n_neighbors to ensure projected points
are spread out (Coenen and Pearce, 2019).

Helen uses a Python function provided by Wiz-
MAP to generate three JSON files containing
embedding summaries (§ 3), the KDE distribu-

tions (§ 4.1), and the original data in a streamable
format (Hoeger et al., 2014). Helen configures the
function to use the dataset’s year feature as the em-
bedding’s time—the function computes the KDE
distribution of embeddings for each year slice. She
provides the files to WIZMAP and sees a visualiza-
tion of all ACL abstract embeddings (Fig. 4A).

Embedding Exploration. In the Map View, He-
len explores embeddings with zoom and pan. She
also uses the Search Panel to find papers with spe-
cific keywords, such as “dialogue”, and Helen is
pleased to see all related papers are grouped in a
cluster (Fig. 1B). With the help of multi-resolution
embedding summaries, Helen quickly gains an
understanding of the structure of her embedding
space. For example, she finds that the top right
cluster features translation papers while the lower
clusters feature summarization and medical NLP.

Embedding Evolution To examine how ACL re-
search topics change over time, Helen clicks the
play button clicking the play button © in the Con-
trol Panel to animate the visualizations. The Map
View shows embeddings of papers published in
each year from 1980 to 2022 in purple, while the
distribution of all papers is shown as a blue back-
ground (Fig. 5). As Helen observes the animation,
she identifies several interesting trends. For ex-
ample, she observes a decline in the popularity of
grammar research, while question-answering has
become increasingly popular. She also notes the
emergence of some small clusters in recent years,
featuring relatively new topics, such as sarcasm,
humor, and hate speech. Satisfied with the findings
using WIZMAP, Helen decides to write an essay
on the trend of NLP research over four decades.

5.2 Investigating Text-to-Image Model Usage

Bob, an ML researcher, works on improving text-
to-image generative models. Recent advancements
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in diffusion models, such as Stable Diffusion (Rom-
bach et al., 2022), have attracted an increasing num-
ber of users to generate photorealistic images by
writing text prompts. To gain an understanding
of these models’ behaviors and identify potential
weaknesses for improvement, Bob decides to study
how users use these models in the wild by analyz-
ing DiffusionDB, a dataset containing 14 million
images generated by Stable Diffusion with 1.8 mil-
lion unique text prompts (Wang et al., 2022a).
Bob’s analysis goal is to study the relationship
between the text prompts and their generated im-
ages. Thus, he chooses to use CLIP (Radford et al.,
2021) to encode both prompts and images into
a 768-dimensional multimodal embedding before
projecting them to a 2D space with UMAP. He uses
prompts to generate embedding summaries for the
CLIP space. After creating all JSON files, Wiz-
MAP visualizes all 3.6 million embeddings (Fig. 6).

Embedding Exploration. Bob begins his ex-
ploration by hiding image embeddings and scat-
ter plots, focusing on the global structure of em-
beddings with the contour plot and embedding
summaries. He discovers two dominant prompt
categories: art-related prompts and photography-
related prompts. Two categories appear far from
each other, which is not surprising as they are ex-
pected to have distinct semantic representations.
Bob also notices two smaller clusters within the
photography region, prompting him to zoom in and
turn on the scatter plot to further investigate these
local regions (Fig. 2). After hovering over a few
points, he realizes one cluster is mostly about non-
human objects while the other is about celebrities.

Embedding Comparison. To investigate the re-
lationship between text prompts and their generated
images, Bob clicks a button in the Control Panel to
superimpose the contour and scatter plot of image
embeddings onto the text embedding visu-
alizations in blue (Fig. 6). Bob quickly identifies
areas where two distributions overlap and differ.
He notes that the “movie” cluster in the text em-
beddings has a lower density in the image embed-
dings, whereas a high-density “art portrait” cluster
emerges in image embeddings. Bob hypothesizes
that Stable Diffusion may have limited capability to
generate photorealistic human faces (Borji, 2022).
After exploring embedding with W1zMAP, Bob
is pleased with his findings, and he will apply his
insights to improve the curation of his training data.
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Fig. 6: WIZMAP enables users to compare multiple em-
beddings by visualization superposition. For instance,
comparing the CLIP embeddings of 1.8 million Stable
Diffusion prompts and 1.8 million generated

reveals key differences between two distributions.

6 Future Work and Conclusion

WIZMAP integrates a novel quadtree-based embed-
ding summarization technique that enables users
to easily explore and interpret large embeddings
across different levels of granularity. Our usage sce-
narios showcase our tool’s potential for providing
ML researchers and domain experts with a holistic
view of their embeddings. Reflecting on our design
and development of WIZMAP, we acknowledge
its limitations and distill future research directions
that could further assist users in interpreting and
applying embeddings for downstream tasks.

» User evaluation. To investigate the usefulness
of flexible transitioning across various levels of
abstraction during embedding exploration, future
researchers can use WIZMAP as a research in-
strument to conduct observational user studies
with ML researchers and domain experts.

* Automated insights. Our tool provides auto-
matic and multi-scale visual contexts to guide
users in their exploration. While our quadtree-
based approach is effective and scalable, it is
sensitive to tile size selection. Researchers can
explore more robust methods for embedding sum-
marization and automated data insights, such as
clustering-based approaches (Law et al., 2020).

* Enhanced comparison. WIZMAP helps users
compare embedding groups through contour su-
perposition. However, for local comparisons,
other techniques such as juxtaposition and ex-
plicit encoding may be more effective (Gleicher,
2018). Future researchers can design visualiza-
tion tools that integrate these techniques.
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7 Broader Impact

We designed and develop WIZMAP with good
intentions—to help ML researchers and domain ex-
perts easily explore and interpret large embeddings.
However, bad actors could exploit insights gained
from using WIZMAP for malevolent purposes. For
example, research has shown that ML embeddings
contain societal biases (Bolukbasi et al., 2016).
Therefore, bad actors could manipulate and sab-
otage ML predictions by injecting inputs whose
embeddings are known to associate with gender
and racial biases. The potential harms of biased
embeddings warrant further study.
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