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Abstract

Researchers across disciplines use Twitter ge-
olocation tools to filter data for desired loca-
tions. These tools have largely been trained
and tested on English tweets, often originat-
ing in the United States from almost a decade
ago. Despite the importance of these tools for
data curation, the impact of tweet language,
country of origin, and creation date on tool
performance remains largely unknown. We
explore these issues with Carmen, a popular
tool for Twitter geolocation. To support this
study we introduce Carmen 2.0, a major update
which includes the incorporation of GeoNames,
a gazetteer that provides much broader cover-
age of locations. We evaluate using two new
Twitter datasets, one for multilingual, multiyear
geolocation evaluation, and another for usage
trends over time. We found that language, coun-
try origin, and time does impact geolocation
tool performance.

https://github.com/AADeLucia/
carmen-wnut22-submission

1 Introduction

Demographic studies leverage location-specific so-
cial media posts to track impactful events such as
civil unrest (Sech et al., 2020; Chinta et al., 2021;
Alsaedi et al., 2017; Littman, 2018), natural disas-
ters (Wang et al., 2015), and disease spread (Xu
et al., 2020). For social media posts from Twit-
ter, researchers either collect posts from locations
of interest in real-time with the Twitter API, or
use third-party Twitter geolocation tools to identify
tweet locations on an existing dataset. In Han et al.
(2016), the authors distinguish between user and
tweet geolocation. We focus on tweet geolocation
in this work. These tools identify the location of
a user or tweet based on tweet metadata (Dredze
et al., 2013), tweet content (Alsaedi et al., 2017;
Rahimi et al., 2016; Han et al., 2014; Wu and Ger-
ber, 2018; Izbicki et al., 2019), and social networks
(Rout et al., 2013; Jurgens, 2013).
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While widely used, geolocation tools tend to
be English-centric and are often not evaluated for
global coverage or performance across time and
language. These factors are important to study,
since available user metadata, Twitter policies, and
content patterns on which the tools depend on can
change significantly over time.

In this work, we assess how the following factors
impact geolocation tools:

1. Language: Is there a performance difference
between languages, specifically between En-
glish and non-English tweets?

2. Country: Is there a performance difference
between countries, specifically inside and out-
side the US?

3. Time: How does geolocation performance
change over a large span of time? What dif-
ferences in the data contribute to this perfor-
mance change?

We measure performance in geolocation by cov-
erage, i.e. the number of tweets that can be mapped
to a location, and accuracy, the correctness of the
assigned locations. When evaluated together, these
metrics provide analogues to recall and precision,
respectively.

To answer the above research questions, we
analyze the performance of Twitter geolocation
tool Carmen (Dredze et al., 2013), across time,
language, and country of origin. In order to
study performance across these factors, we intro-
duce TWITTER-GLOBAL, a new geocoded multilin-
gual and multiyear dataset (2013-2021) of 15.3M
tweets. We created this dataset to fill a gap in
other geolocation evaluation datasets that are either
English-only (Han et al., 2012), or multilingual but
restricted to short periods of time (Izbicki et al.,
2019). We focus on Carmen since it is a rule-based
tool that can be run quickly on large collections of
tweets.

Since Carmen was built for English tweet
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datasets from 2013, we update the tool and in-
troduce Carmen 2.0. This updated version re-
lies on GeoNames,' an open-source geographical
dictionary, or gazetteer. In contrast to Carmen’s
US and English-centric database, GeoNames pro-
vides global coverage in many languages. Through
comparisons of GeoNames-augmented Carmen 2.0
with the original Carmen location database, we can
study the effects of incorporating more non-US and
non-English locations on geolocation performance.

In addition to studying Carmen 2.0’s perfor-
mance with regard to different factors, we also
include a longitudinal study of Twitter demograph-
ics over time from 2013-2021, with respect pop-
ularity across different countries, languages, and
geolocation metadata. This study is on a collec-
tion of 5.7M tweets sampled from the 1% Twitter
stream, which we refer to as TWITTER-RANDOM.
The demographic and metadata analysis provides
statistics to support design decisions for researchers
developing their own geolocation tools.

We contribute the following:

1. Analysis of the effects of time, language, and
country origin on Twitter geolocation tool per-
formance.

2. Longitudinal study of user geolocation meta-
data availability and changes in frequency of
tweets from different countries and languages.

3. Carmen 2.0, an improved version of the popu-

lar geolocation tool.

TWITTER-RANDOM, a randomly (1% based)

sampled 5.7M Twitter dataset to support anal-

ysis of metadata and user trends over time

(2013-2021).

5. TWITTER-GLOBAL, a geocoded multilingual,
multiyear 15.3M Twitter dataset to support
temporal and global geolocation evaluation.

All experiment code and data (tweet IDs) are
released on in the GitHub code repository.

2 Related Work

Most work in Twitter geolocation focuses solely
on tool development and performance, usually on
English-centric datasets published years ago. In
this paper we question how those tools would per-
form on Twitter datasets today, but focus on a single
tool, Carmen.

'https://www.geonames.org/

2

Geolocation Analysis Kruspe et al. (2021) an-
alyze the impact of Twitter policy changes on re-
search. The authors study tweet metadata availabil-
ity over time, such as exact coordinate availability
and granularity of place objects. Most importantly,
the authors discuss the impact of the 2019 Twit-
ter policy change to remove precise locations from
tweets (starting from 2019), and how that affects ge-
olocation tools and researchers who depend on the
coordinates. Their work limits their study to tweets
from 2020-2021, and in our work we study these
metadata patterns over a larger span of time, 2013—
2021, in addition to the impact of other factors,
such as language and country of origin, on geoloca-
tion tool performance. We compare our multi-year
trend analysis to theirs in Section 6. This multi-
year analysis is useful for researchers geolocating
tweets in older Twitter datasets.

Geolocation Tools Most approaches for social
media geolocation use tweet/user-level metadata
(Dredze et al., 2013), tweet content, including hash-
tags, (Alsaedi et al., 2017; Rahimi et al., 2016;
Han et al., 2014; Wu and Gerber, 2018; Halter-
man, 2017; Izbicki et al., 2019), and social net-
works (Rout et al., 2013; Jurgens, 2013). The Uni-
codeCNN geolocation tool (Izbicki et al., 2019) is
notable because it is not English- or US-centric,
and can infer location from multilingual tweet con-
tent.? Izbicki et al. (2019) also introduced a large,
global geotagged dataset of 900M tweets across
100 languages, but this dataset is not appropriate
for our temporal evaluation since it only includes
tweets from 2017 to 2018. The authors did not
provide a trend analysis on the dataset for compar-
ison to our analysis in Section 6. Huang and Car-
ley (2019) use a combination of all these features,
and Ribeiro and Pappa (2017) create an ensemble
classifier to combine existing methods, improving
accuracy and coverage. Geolocation approaches
for other social media platforms, such as Reddit,
use similar methods (Harrigian, 2018).

There are a few ways to ascertain the location
of a user or tweet: (1) use the coordinates embed-
ded in one or more of the user’s tweets, (2) use the
embedded place metadata, (3) use the user’s loca-
tion string in their profile, (4) infer a location from
the tweet content, and (5) leverage social network
information. Methods (1) and (2) are most accu-
rate, but less than 2% of tweets contain location

The UnicodeCNN model is unavailable for comparison
at time of writing.
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metadata (Kruspe et al., 2021). Method (4) is com-
mon (see tools above that use tweet content), but
requires building more sophisticated language mod-
els as opposed to examining the metadata. Method
(5) also performs well, but requires access to sig-
nificantly more tweets in order to build the social
network structure (Jurgens, 2013).

3 Carmen 2.0

In this paper we present Carmen 2.0, an updated
version of geolocation tool Carmen. We aim to
increase the coverage and robustness of Carmen
to language and countries by using a open-source
database, GeoNames.

In addition to a new location database, we in-
clude other performance improvements, such as
compatibility with Twitter API v2 (see Appendix
§B). Since Carmen 2.0 does not change the core
functionality, we focus on the construction and use
of the internal location database, and we direct the
reader to Appendix §A for a review of the location
resolvers or Dredze et al. (2013) for more details.

3.1 Carmen: A Review

Carmen, introduced by Dredze et al. (2013), uses
tweet and user profile metadata for geolocation.’
Carmen has three “resolvers" which use different
information from the tweet: (1) embedded coordi-
nates in the geo object,4 (2) matching the Place
object to the internal locations database, and (3)
mapping the user profile location string to the inter-
nal location database.

3.1.1 Original Location Database

The tweet location is resolved to an entry in an inter-
nal database of 7041 places.’ Locations are stored
in JSON form, where each location object has city,
county, state/province, country, coordinates, and
“aliases."

The original database was developed from tweets
available at the time that Carmen was released in
2013, specifically 10K tweets sampled from the
Bergsma et al. (2013) dataset. This dataset consists
of roughly 4 billion tweets between May 2009 and
August 2012, in addition to 80 million tweets from
users who follow specific feeds for locations and

3The Python version of the tool is available at https:
//github.com/mdredze/carmen—python.

* According to Kruspe et al. (2021), Twitter stopped includ-
ing coordinates in 2019.

SThe original paper says 4K locations, but the database
was expanded by the authors between 2013 and 2022.

Original GeoNames
Count Percent | Count Percent
City 4401 62.51% | 24568 33.24%
County 1995 28.33% | 45154 61.08%
State 461  6.55% | 3947 5.34%
Country 184 2.61% 252 0.34%
Total 7041 73921

Table 1: The statistics of city, county, state, and country-
level locations in the original Carmen location database
and the new GeoNames database versions developed
for Carmen 2.0. The GeoNames-augmented databases
have more than 10 times the number of location entries
than Original. Percentage refers to portion of the
database dedicated to each granularity.

languages. The internal location database was con-
structed from the geotagged places in the develop-
ment set, and then augmented through manual and
automatic collection of aliases, or alternate names.
The motivation for including aliases stemmed from
inconsistent names for Twitter places, mostly due
to location references in different languages, e.g.,
“polnia" and “poland." Aliases also include collo-
quial names for a place, such as “the big apple" for
New York City, which could be found in a user pro-
file location string. Place information was included
as much as possible (i.e., province) by obtaining
full location information from Yahoo’s PlaceFinder
APL®

Thus, because of the origin of its location
database, which was built from tweets between
2009-2012, Carmen’s database is biased towards
common locations and languages in tweets before
2012, primarily English tweets from the US. Fur-
ther, the database does not align with an external
knowledge base, so Carmen locations cannot be
directly matched against other place information.
These limitations prompted our updates, without
which we would be unable to answer the questions
of this paper.

3.2 Expanded Database: GeoNames

The original Carmen location database was crafted
from a Twitter sample (see §3.1.1). This deci-
sion biased Carmen towards locations popular with
Twitter users from 2009-2012, which is not rep-
resentative of today’s users. Further, the location
identifiers were unique to Carmen, and thus could
not be meaningfully shared for external analysis
or easily augmented with other place information.

®This API is no longer available.


https://github.com/mdredze/carmen-python
https://github.com/mdredze/carmen-python

To remedy both issues, we augmented the internal
Carmen database with GeoNames, an open source
geographical database that covers all countries and
millions of place names.

GeoNames Structure GeoNames has a hierar-
chical structure, where every entry has a link to its
parent. For example, Austin (city) has a link to
Texas (admin1), which in turn has a link to United
States (US, country). Sometimes admin?2 is
also present, which refers to a county in the US.
All counties, administrative regions (i.e., state or
province), and countries were also added to the
database.

Similar to Carmen’s aliases, GeoNames contains
a list of “alternate names" of each entry. While
Carmen’s methods were geared towards colloquial
names, GeoNames contains the name of each entry
in many languages, in addition to a few colloquial
names.

Database Merging While GeoNames contains
cities from all over the world, we only include
cities with a population over 15K. This is to ensure
a more efficient location resolution process, since
tweets are more likely to originate from highly pop-
ulated places. Also, only including more populated
locations is important for user privacy, since a user
can remain more anonymous when aggregated in a
large group. We discuss more ethical concerns sur-
rounding geolocation, such as privacy, in Section 7.
We use GeoNames to create two versions of a new
Carmen location database: (1) GeoNames only
and (2) a merged GeoNames and Carmen database.
The GeoNames-only database, (1), converts the
GeoNames format for cities, states/provinces, and
countries to Carmen-formatted JSON objects.

The GeoNames-combined database, (2), re-
quired matching Carmen database entries to GeoN-
ames entries. We matched locations based on string
similarity of location name, the distance between
coordinates, and country name. To maintain accu-
racy of mapped locations, our mapping criteria was
strict and 4,467 out of 7,041 (63.44%) Carmen loca-
tions were successfully mapped to GeoNames. We
then added the alternate names of each location in
Carmen to the new GeoNames backed location en-
tries. The merged version also contains all county,
state/province, and country entries as (1). The re-
maining entries in Carmen were that were unable
to be matched were disregarded. A spot-check on
these unmatched locations confirmed they were
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Figure 1: Language distribution for tweets in TWITTER-
GLOBAL. Only the top 15 languages are shown. Lan-
guages are identified by tweet metadata

cities with population less than 15K or contained
errors, such as incorrect county or province infor-
mation.

Both GeoNames-only and GeoNames-
combined contain 73921 entries. The number of
entries is the same since they differ only in alias
lists. Database details are in Table 1.

4 Geolocation Evaluation

Through comparing Carmen’s original database
(see §3.1.1) with the new GeoNames based
database (see §3.2), we can answer our research
questions from Section 1 to see how geolocation
tool coverage and accuracy change with respect to
language, country of origin, and time. The perfor-
mance is evaluated with similar metrics of other
geolocation tools mentioned in §2. In addition to
updating Carmen, we also created two datasets to
support our analysis.

4.1 Ground Truth Data

There are a handful of “standardized" datasets for
Twitter tweet geolocation evaluation (Han et al.,
2012, 2016), but they often are not global, mul-
tilingual, or recent. In this work we introduce
two datasets, TWITTER-GLOBAL and TWITTER-
RANDOM. Despite the temporal (2011-2012) and
language (English only) limitations of the popular
TWITTER-WORLD (Han et al., 2012) geolocation
evaluation dataset, we include Carmen’s perfor-
mance in Appendix §D so others can refer to it for
comparison.

Twitter-Global This new geolocation evaluation
dataset is collected from multiple geolocation filter-



ing Twitter streams that are designed to cover the
world.” The data from these streams was collected
from 2013 to 2021 for a total of 15.3M tweets,
balanced over the years. Due to the nature of the
stream, all tweets are “geotagged" with Twitter
Place objects. The ground truth for tweets are the
place names and coordinates in the Place meta-
data. We follow previous work in using geotagged
tweets as ground truth, although we note the bias
introduced by only evaluating on geotagged data
(Pavalanathan and Eisenstein, 2015).

Unlike popular geolocation evaluation dataset
TWITTER-WORLD, our dataset is multilingual.
While Han et al. (2012) removed non-English
tweets in order to not make it “easy” on the tool,
we want to ensure the geolocation tools work in
a multilingual setting. Language distribution is in
Figure 1. Since TWITTER-GLOBAL includes sam-
ples from North America, we omit evaluation on
another popular evaluation dataset, TWITTER-US
(Han et al., 2012). Izbicki et al. (2019) introduced
a larger, global geotagged dataset of 900M tweets
across 100 languages, but is not appropriate for our
temporal evaluation since it only includes tweets
from 2017 to 2018.

Twitter-Random In addition to the new geolo-
cation evaluation dataset, we introduce a multiyear
random sample. This sample is useful for analyz-
ing shifts in usage patterns across the world with
respect to metadata inclusion, language, etc.

We created this dataset by sampling 100K tweets
per month from the Twitter Streaming API between
2013 and 2021, resulting in 5.7M tweets.

4.2 Evaluation Metrics

Evaluating geotagging performance is grouped into
two categories: (1) coverage, or percentage of the
data our method successfully found a location, and
(2) accuracy, or how well the proposed locations
compare to the ground truth. We use metrics similar
to other work on Twitter geolocation. Formulas are
provided in Appendix §C.

4.2.1 Coverage

Given a tweet, Carmen resolves it to an entry in
the internal database if such mapping can be found.
Since Carmen only uses information from tweet
and user profile metadata, we define coverage as
the fraction of resolved tweets among all tweets

"While streams are meant to cover the entire world, there
are gaps due to Twitter API restrictions.

that have location information (i.e. has a Twitter
Place object). Coverage is similar to recall and
sensitivity, but does not incorporate whether the
prediction is correct.

4.2.2 Accuracy

Coverage gives us a good metric of Carmen’s sen-
sitivity to locations contained in tweets. However,
it does not evaluate the correctness of the mapped
results. We measure the location mapping accuracy
by string comparison (country, state/province, city)
and by geographical distance. These metrics are
referred to as match ratio and distance.

Match Ratio A predicted location can be accu-
rate on different levels of granularity, such as a
correct state or province prediction, but incorrect
city prediction. The match ratio metric awards
partial credit for correct identification of a country
or state even if another portion of the prediction is
incorrect, such as the city. Match ratio on level L,
denoted mry, where L € {country, admin, city},
is the ratio of the number of resolved tweets where
the prediction is correct on level L over the total
number of tweets where L is available in the ground
truth. We restrict the denominator to tweets where
the level is available, since it is unfair to penalize
the model for an “incorrect” city prediction when
the city is not available in the ground truth.

Distance We also use geographical distance to
measure accuracy. This metric is inspired by Fisen-
stein et al. (2010) and Cheng et al. (2010) and their
calculation of regression performance, or mean and
median distance between proposed location coordi-
nates and ground truth.

Distance, d, is measured as the geodesic distance,
calculated with geopy, between the resolved lo-
cation and the ground-truth tweet coordinates. We
calculate distance at the dataset level, which is the
average distance over all tweets, where 0 is best. In
addition to the average distance, we also consider
“accuracy at K", or Acc@ K, the ratio of resolved
tweets such that the distance error does not ex-
ceed K miles (Ribeiro and Pappa, 2017; Han et al.,
2014). This metric is less influenced by outliers
than d.

S Experiments

As enumerated in §1, we are interested in how the
following factors impact geolocation tool perfor-
mance: language, country, and time.



To answer these questions we perform an ab-
lation study over Carmen location databases (see
§3.2) and different subsets of TWITTER-GLOBAL
(see §4.1).

5.1 Performance across Language

Many geolocation tools (and even evaluation
datasets (Han et al., 2012)) focus on English tweets.
We can analyze the performance difference of
English-biased tools by comparing the performance
of Carmen’s original English-centric database with
the GeoNames-augmented ones on multilingual
data. Since TWITTER-GLOBAL is multilingual,
we create two subsets of English and Non-English
data, as identified by the tweet language metadata.
Tweets with “unknown" language tag are omit-
ted. Since the GeoNames-only and GeoNames-
combined location databases contain translations
for location names, we expect Carmen to perform
better with these over the original database, as cor-
roborated in Table 2.

Overall, Carmen has better coverage for En-
glish tweets than on non-English with all loca-
tion databases (roughly 49% compared to 32-41%).
While the coverage on the English data is the
same for the three databases (less than 2% dif-
ference), there is a large difference in coverage
for non-English tweets. Both GeoNames-based
databases were able to provide predictions for 42%
of tweets and the Original database only provided
matching 32% of tweets. Accuracy also differs
between databases and language splits, but only at
the higher granularities of admin (state/province)
and city level, where the match ratio drops from
95% on English data to 66-75% for non-English
at the admin level and from 48% to 14-20% at the
city level across databases. Country-level accuracy
remains stable at a 99% match ratio. The decrease
in accuracy at the admin and city levels is also
apparent through the distance metrics, where aver-
age distance is higher for non-English than English
tweets. The high distance error for the GeoNames-
only database can be attributed to different coordi-
nates between the GeoNames and Twitter places
gazetteer entries, and prediction error within large
countries, such as the US and India, which can be
detrimental.

In summary, using a multilingual geolocation
tool can increase geolocated data for studies, with
highest accuracy at the country level.

Database
0.9 \ —+— Default

GeoNames Combined
0.8 -+ GeoNames Only
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Figure 2: Ablation over Carmen location database and
performance over data from different years of Twitter
data, 2013-2021. Evaluated on TWITTER-GLOBAL.
Metric is coverage, where higher score is better.

5.2 Performance across Countries

Similar to concerns with language bias, geolocation
tools can also be US-centric. In order to analyze
difference in performance across countries, we sim-
plify the study to inside and outside of the US.
We split TWITTER-GLOBAL into “US" and “non-
US" categories for the evaluation. Similar to the
language performance, we expect the GeoNames-
augmented databases to provide an advantage over
the original location database, due to the alternate
names list. The results are shown in Table 3.

There is a similar trend between US/non-US
split and English/non-English split. Overall, all
databases have higher coverage of locations in-
side the US (50%) than outside of the US (32-
42%), possibly confounded by differences in lan-
guage. However, using a multilingual non-US
based database helps with coverage significantly,
as shown in the difference between GeoNames-
augmented databases (42%) and the Original
database (32%).

Accuracy is also better inside the US, as seen
with the match ratio at the state/province (99% vs
60-66%) and city levels (54% vs 11-19%). Average
distance is also higher for non-US locations, except
for GeoNames-only which is most likely due to
difference in coordinates for large countries.

5.3 Performance over Time

Carmen’s performance over time degrades signif-
icantly between 2015 and 2021, as shown in Fig-
ure 2. In 2013-2014, Carmen has 80-90% coverage
with all databases, but this coverage drops to 40-
50% in 2015 and below 20% after 2018. This drop
is most likely due to Carmen’s heavy reliance on



Language Database Coverage MTcountry MTadmin  MTeity d Acc@10 Acc@100 Acc@1000
GeoNames-Only 49.58% 99.42% 95.63% 47.49% 853.9 0.81 0.85 0.86

English GeoNames-combined | 49.63% 99.43% 9436% 47.69%  58.7 0.81 0.91 0.99
Original 48.14% 99.35% 94.94% 4890%  46.4 0.78 0.91 1.00
GeoNames-Only 41.77% 99.36% 66.50% 20.13% 482.3 0.84 0.88 0.88

Non-English  GeoNames-combined | 41.78% 99.35% 66.83% 20.27% 105.3 0.84 0.90 0.99
Original 32.27% 98.95% 75.61% 14.22% 106.2 0.67 0.87 0.99

Table 2: Ablation over Carmen location database and performance on English and non-English tweets. Evaluated on
TWITTER-GLOBAL. “Acc@ K" represents the ratio of tweets predicted within K miles of the ground truth. Higher

values are best for all metrics except distance (d).

Origin  Database ‘ Coverage Mreountry MTadmin  MTeity d Acc@10 Acc@100 Acc@1000
GeoNames-only 50.56% 99.37% 99.87% 53.66% 994.2 0.79 0.84 0.84

US GeoNames-combined | 50.60% 99.37% 99.87% 53.81% 23.6 0.79 0.91 1.00
Original 51.03% 99.93% 99.96%  55.33% 23.7 0.79 0.91 1.00
GeoNames-only 42.63% 99.37% 61.51% 18.73% 439.3 0.84 0.89 0.89

non-US GeoNames-combined | 42.65% 99.37% 60.81% 18.88% 121.2 0.84 0.90 0.98
Original 32.89% 98.45% 66.11% 11.10% 118.0 0.67 0.87 0.99

Table 3: Ablation over Carmen location database and performance on tweets originating from and outside of the
United States (US). Evaluated on TWITTER-GLOBAL. “Acc@ K" represents the ratio of tweets predicted within K
miles of the ground truth. Higher values are best for all metrics except distance (d).

tweet metadata as opposed to tweet content or other
features, which has decreased over time. We dis-
cuss the impact of metadata availability further in
Section 6.3.

6 Longitudinal Analysis of Twitter User
Location

We have seen how using a less biased geolocation
tool offers better performance with respect to cover-
age and accuracy. However, despite the overall bet-
ter performance with the GeoNames-combined lo-
cation database, coverage still varied greatly when
evaluated over time, as in Section 5.3. To better
understand this performance difference and to pro-
vide insights for other geolocation researchers, we
present a longitudinal study of trends in location
metadata availability and user demographics. All
metadata and demographic statistics are gathered
from TWITTER-RANDOM (see §4.1).

6.1 Location Metadata Availability

As discussed in §2, Twitter geolocation tools make
use of tweet/user-level metadata, tweet text, and
social network information. Tools that exclusively
use tweet and/or user metadata are most at the
mercy of changes to Twitter API or policy.

As shown in Figure 3, the rate of tweets in
the random stream with tagged Places increased
slightly from 2013 to 2014 and then decreased from
2% t0 0.5% from 2014 to 2021. This 75% decrease
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Figure 3: Prevalence of tweet metadata over time in
TWITTER-RANDOM. We limit to metadata commonly
used in geolocation of users or tweets. Note scale is
from 0-5%.

represents millions of tweets. While inclusion of
place information has declined, the rate of place
types has remained the same. High-granularity
types like points of interests (POIs) and neighbor-
hoods are largely unused (less than 1% of Place
objects), followed by country- and state/province-
level tags (5% and 11%). The most common type
by far is at the city level, comprising 83% of tagged
place types.

The number of tweets with embedded coordi-
nates has decreased even more than tagged places
starting in 2015, even before the 2019 Twitter pol-
icy that removed coordinates. This decrease is most



likely due to another Twitter policy enacted April
2015 which changed the default “precise location"
setting from enabled to disabled.® The only meta-
data that has stayed consistent since 2013 is the
user profile location field, which is available in
60% of tweets.

1.0

Ratio

0.0
2013 2014 2015 2016 2017 2018 2019 2020 2021

Year

Figure 4: Language distribution for tweets in TWITTER-
RANDOM over time. Languages are identified by tweet
metadata

6.2 Twitter Demographics

In addition to changes in metadata availability,
we also analyzed the change in countries and lan-
guages present in the random stream. No geolo-
cation is needed for the language analysis, as it
is included in tweet metadata, but we are limited
by tweets that can be geotagged by Carmen 2.0
(GeoNames-combined database) for the country
analysis. While this geotagging biases the sample
to tweets with location information, this is repre-
sentative of the distribution other researchers can
expect from geotagged tweets in the random stream.
Carmen was able to identify locations for 21% of
the data, or 1.2M tweets.

Country The top 10 countries in the dataset
are (in descending order): United States (US),
United Kingdom (UK), Brazil, Indonesia, Japan,
Argentina, India, France, Philippines, and Thailand.
The US has a significantly larger share of tweets,
roughly 30%. In comparison, tweets from the UK
are only 6% of all tweets. The share of every coun-
try in the dataset is shown in Figure 5. The overall
numbers can often hide year-specific trends. Within
the top countries, Indonesia decreases from 11% in

$https://www.wired.com/story/
twitter-location-data-gps—-privacy/

2013 to less than 5% after 2015. Inversely, India
starts with very few tweets and steadily grows to
roughly 9% of tweets. The other countries remain
largely stable over the years.

Language The top languages follow the lan-
guages spoken in the top countries very closely,
as shown in Figure 4. English comprises about
30% of all languages, followed by Japanese, Span-
ish, Arabic, Portuguese, Korean, Indonesian, Thai,
and Turkish. Following the decrease in tweets from
Indonesia, Indonesian tweets also decreased from
7% in 2013 to 4% in 2021. In the same time frame,
tweets in Hindi follow the pattern of tweets from
India, increasing from 0% to 1% of all languages.
While not in the top languages or countries, there
is also a decrease in tweets from Russia and in
Russian from 2015 (2.5%) to 2021 (0.5%).

The Twitter language identification system likely
changed between 2013 and 2014, as “unknown"
languages dropped from 18% to 4%. This rate
of unknown languages steadily increases to 8% in
2021, possibly due to increase of users tweeting in
languages not officially supported by Twitter.

6.3 Impact on Geolocation Tools

Researchers applying existing tools to their own
datasets should consider the locations and lan-
guages best represented by the tools, in addition to
which metadata (if any) the tool relies on. Due to
the large distribution of languages, it is important
for geolocation tools to have multilingual support
to increase coverage and accuracy. Further, the
metadata trends in Section 6.1 suggest that geolo-
cation tools should be frequently checked for API
and policy compatibility.

Carmen’s performance analyzed over time in
Section 5.3 is a prime example of how Twitter pol-
icy changes can affect geolocation tools. Carmen
relies heavily on tweet metadata, specifically the
presence of coordinates and place objects, but the
prevalence of this information has decreased since
2015. A tool less reliant on metadata and more
based on content or other signals, could be more
temporally robust.

Ensuring a geolocation tool is temporally robust,
i.e., has the same performance over time, is impor-
tant for identifying tools that need to be periodically
updated with new data (Dredze et al., 2016). This is
especially important for tools that use features that
can be subject to distribution shift, such as social
networks, tweet content, and metadata availability.


https://www.wired.com/story/twitter-location-data-gps-privacy/
https://www.wired.com/story/twitter-location-data-gps-privacy/
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Figure 5: Distribution of country origin of tweets in TWITTER-RANDOM, a subset of the public Twitter API stream
from 2013-2021. Locations are identified by Carmen. Scale is from 0 to 0.06 to show more detail. The United
States represents 30% of tweets (0.3) and is capped to 0.06 for visualization purposes.

7 Ethical Concerns

Two issues that arise when geolocating users on
social media: (1) privacy concerns and (2) conse-
quences of incorrect predictions.

The privacy concerns are related to surveillance
and revealing sensitive locations of users, such as
their home address. Since Carmen only uses meta-
data provided by the user in the form of tagged
places, coordinates, and profile location, it only in-
fers locations readily shared by users. Kruspe et al.
(2021) provide a helpful discussion of applications
that require differing levels of location granularity,
such as disaster relief or disease spread requiring
more precise information (high granularity) ver-
sus marketing campaigns or opinion tracking (low
granularity).

An issue with low granularity arises in high-risk
applications where low precision is not helpful,
such as tracking disease spread within a country. A
possible solution for balancing higher granularity
and user privacy is to map a user’s location to the
largest city closest to the user. Carmen 2.0 does
this automatically since the database only contains
cities with population greater than 15000.

There can be negative consequences to using
incorrectly inferred locations, such as in tracking
high-risk emergencies like disease spread and civil
unrest. Geolocation tool performance ablation over
granularity, language, and country, is important
for researchers to make informed decisions about
location accuracy.

8 Conclusion

Geolocation tweets is useful for researchers that
need to filter tweets to those originating in specific
locations to study health, opinions, etc, by demo-
graphic. In this work we study and discuss the
impact the factors of language, country origin, and
time, can have on tweet geolocation.

To support our study we introduced Carmen 2.0,
an updated version of geolocation tool Carmen
(Dredze et al., 2013) backed by an open-source
database, GeoNames. In addition to the tool, we
introduced two datasets: (1) TWITTER-GLOBAL,
a Twitter geolocation evaluation dataset for lan-
guage, country, and time ablation studies, and (2)
TWITTER-RANDOM, a sample of the worldwide
Twitter stream from 2013-2021 for studying gen-
eral country and language demographics and meta-
data availability over time.

We found a significant difference in performance
in the ablation, with higher performance for En-
glish and US-based tweets. Also, we provided
trends in metadata availability from 2013 to 2021,
and discuss reasons for the decline in coordinates
and place metadata. For future work in Twitter
tweet geolocation, we encourage the use of content
and metadata fields, such as user profile location.
Focus on these consistently available metadata can
make a tool robust to policy changes. Also, we
encourage evaluating the geolocation model across
language, time, and countries to ensure fair perfor-
mance.
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A Carmen Review

A.1 Aliases

The alias list was constructed through two meth-
ods: (1) manually filtering resolved user location
strings, and (2) using the user clustering method
from Bergsma et al. (2013). For (1), common
user location strings were resolved with Yahoo’s
PlaceFinder API and then manually filtered and
merged. In (2), users were clustered based on so-
cial network, fullnames, and the profile location
strings. This process discovered that “balto” is an
alias for “Baltimore", based on the frequency that
users with “balto" in their profile location commu-
nicate with “Baltimore" users.

A.2 Resolvers

Carmen includes three location resolvers to map
from the tweet to a location in the internal database.
The default settings are to use the resolvers in
the following order, but this is user configurable:
geocode (coordinates), place, and profile.

Geocode Some tweets (before 2019) contain ex-
act coordinates, and we use these coordinates to
find the closest location in our internal database.
The distance threshold between our internal loca-
tion and the coordinates is user configurable.

Place A Twitter Place object is a JSON that is
returned with the tweet, but only 2% of tweets
contain a place (Kruspe et al., 2021). The object
is in a different location in API v2 and must be
specifically requested, but the object itself has not
significantly changed. The place includes an ID
that refers to a Twitter Places database, the place
type (neighborhood, city, admin), name, fullname,
country code, country name, and a bounding box.’
Twitter Places are supported by Foursquare and
Yelp (Kruspe et al., 2021).

Profile If a tweet does not contain place or coor-
dinate information, the user profile resolver is used.
As reported by Kruspe et al. (2021), only 30-40%
of tweets contain user profile location information.
While more users have their profile location filled
in, the information is a free-text field completed by
the user and is not restricted, thus some users put
jokes or made-up locations (Hecht et al., 2011).

*https://developer.twitter.com/en/
docs/twitter-api/vl/data-dictionary/
object-model/geo

12

The profile resolver matches the string to the in-
ternal database by normalizing it (e.g., removing
punctuation), identifying state or country names
with regular expressions, and then matching the
string, along with the state/country, against the lo-
cation database.

Twitter introduced similar functionality with
their Profile Geo Enrichment in the paid Enter-
prise API, but not all user location strings can be
geocoded. '’

Like the place object, accessing the user loca-
tion string is different in API v2, and needs to be
requested separately from the tweet object.

B Carmen 2.0 Updates

B.1 Functionality Updates

The Carmen code was updated to be compatible
with tweets in Twitter API v2 format. As men-
tioned in §A, the placement of some metadata has
changed in the new API. In Carmen 2.0, besides
obtaining coordinates from the “coordinates" field
of a Tweet object, we also obtain coordinates from
the bounding box coordinates from the place object,
if it exists. We use the average of all bounding box
coordinates as the coordinates used for the geocode
resolver. Although this is less accurate and is not
an exact coordinate compared to the “coordinates”
field, it still serves as a reliable source of location
metadata.

Another improvement is a faster geocode re-
solver. The algorithm uses coordinates from the
internal location database to group the known loca-
tions into cells. The default cell is size 0.5, which
groups location within 0.5 degrees of each other,
or 34.5 miles for latitude and 27.3 miles for longi-
tude. For example, a coordinate of (1.2, 1.3) will be
mapped to a cell containing all coordinates within
the interval [0.75, 1.25) x [1.25,1.75) The group-
ing is performed at Carmen initialization, so infer-
ence is a limited linear search over all locations in
the database that are in the same cells as the query
coordinates. Because different gazetteers might
select different coordinate points for the same loca-
tion, the design of cells gives a margin of error and
allow the correct location entry to be mapped even
if the coordinates does not match exactly.

Ohttps://developer.twitter.com/en/
docs/twitter—-api/enterprise/enrichments/
overview/profile-geo
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Resolved/s Tweets/s
Original 263.03 655.41
GeoNames-only 120.14 297.20
GeoNames-combined 140.51 311.13

Table 4: Processing speed for different Carmen 2.0
models. Resolved/s is the average number of resolved
tweets per second, and Tweets/s is average number of
processed tweets per second.

B.2 Processing Speed

Table 4 shows processing speed of Carmen 2.0
with the different databases. To measure speed
we use two metrics: (1) resolved tweets per sec-
ond, the average number of tweets that Carmen
resolves per second, and (2) tweets per second,
which is the average number of processed tweets
per second. The Original database, with only 7K
locations, is faster than the GeoNames-only and
GeoNames-combined databases, which have 74K
locations. Despite this 10x increase in database
size, the speed does not reduce linearly with the
number of locations. This sublinear scaling is im-
portant for addition of new locations, such as in-
corporating cities in GeoNames with a population
under 15K.

C Evaluation Metric Details

C.1 Coverage

Given Twitter dataset D, coverage is formally de-
fined in Equation (1)

_ |{t € D| tisresolved}|
~ |{t € D| tis geotagged}|

ey

coverage(D)

C.2 Accuracy

Match Ratio Match ratio on level L, denoted
mry,, is the number of resolved tweets such that
the name matches the ground truth on level L
over the number of resolved tweets that have
location information on level L, where L €
{country, admin, city}.

D' ={t € D |tisresolved}

teD t) =yr(t 2
(D) = €D 1w0(0) = (0}
[{t € D" | yr(t) # nulll}
Distance Using similar notation as Equation (2),

let x.(t) denote the Carmen resolved geo-
coordinates of tweet ¢ and y.(t) denote the ground
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truth geo-coordinates of tweet t. We define the
mapping distance of a tweet, d(t) as the geodesic
distance provided in the geopy package.'! The
distance accuracy over all tweets in D is the aver-
age of mapping distance of all resolved tweet:

> dt)

teD’

1

d(D) = ]

(3)

In addition to the average distance (Equation (3)),
we also consider Acc@ K (D), the ratio of resolved
tweets such that the distance error does not exceed
K miles. This metric removes outlier influence
possibly present in d(D).

_ {te D']d{t) < K}
- | D]

Acc@K (D) 4

Acc@K (D) can be easily retrieved from a per-
centile plot of the mapping distances.

We exclude other commonly used metrics such
as classification accuracy (Eisenstein et al., 2010),
since it is relatively weak metric because the pro-
posed method uses either 4-way or 49-way classifi-
cation, much less granular than the entries in Car-
men or GeoNames gazetteer. Cheng et al. (2010)
use Acc@ K as a ranking metric, which is not ap-
plicable to models that only return one prediction,
like Carmen.

D Carmen 2.0 Comparison

TWITTER-WORLD This frequently used
dataset was collected via the Twitter Streaming
API over a span of 5 months (September 21 2011
to February 29 2012). It was filtered to English
tweets, non-duplicate tweets, and tweets from
users with at least 10 geo-tagged tweets. Locations
are assigned on a per-user basis, where the “ground
truth" is the city where the majority of a user’s
tweets originate. Since Carmen does not require
training, we only use the test split of 0.45M
tweets.!?

The coverage and accuracy metrics are shown in
Table 5. Before performing ablations, we evaluate
all versions of Carmen on TWITTER-WORLD and
TWITTER-GLOBAL.

In general, all versions of Carmen per-
form significantly better on TWITTER-WORLD
than TWITTER-GLOBAL. We believe this is

Uhttps://geopy.readthedocs.io

12 Available for download from author’s website http: //
tg0l0or.github.io/research.html
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Database Dataset ‘ Coverage MTeountry MTadmin  MTeity d Acc@10 Acc@100 Acc@1000

GeoNames-onl TWITTER-WORLD 93.82% 97.42% 73.59%  48.66% 522.6  0.866 0.906 0.907
y TWITTER-GEO-STREAM | 45.45% 99.37% 83.87% 32.69% 653.0  0.823 0.867 0.869
GeoNames-combined TWITTER-WORLD 95.34% 97.73% 56.08% 49.07% 19.2 0.866 0.947 0.999
TWITTER-GEO-STREAM | 45.48% 99.37% 83.30% 32.86% 83.6 0.824 0.902 0.989

Original TWITTER-WORLD 91.54% 97.45% 49.12%  50.04% 40.3 0.796 0.929 0.995
£ TWITTER-GEO-STREAM | 39.35% 99.16% 88.75%  32.70% 75.0 0.724 0.890 0.992

Table 5: Ablation over Carmen location database and performance on popular geolocation dataset
TWITTER-WORLD and new dataset, TWITTER-GLOBAL. “Acc@ K" represents the ratio of tweets predicted
within K miles of the ground truth. Higher values are best for all metrics except distance (d).

due to the higher availability of metadata in
TWITTER-WORLD, since the data is from 2011-
2012. This change in metadata availability is dis-
cussed more in §5.3 and §6.

Within each dataset, we see a clear trend
in GeoNames-combined performing better than
GeoNames-only, and Original, with respect to cov-
erage.
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