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Abstract
This paper describes Optum’s submission to
the Biomedical Translation task of the seventh
conference on Machine Translation (WMT22).
The task aims at promoting the development
and evaluation of machine translation systems
in their ability to handle challenging domain-
specific biomedical data. We made submissions
to two sub-tracks of ClinSpEn 2022, namely,
ClinSpEn-CC (clinical cases) and ClinSpEn-
OC (ontology concepts). These sub-tasks aim
to test translation from English to Spanish.
Our approach involves fine-tuning a pre-trained
transformer model using in-house clinical do-
main data and the biomedical data provided
by WMT. The fine-tuned model results in a
test BLEU score of 38.12 in the ClinSpEn-CC
(clinical cases) subtask, which is a gain of 1.23
BLEU compared to the pre-trained model.

1 Introduction

The quality of Neural Machine Translation (NMT)
was boosted by the use of Recurrent Neural Net-
works (RNN) for machine translation. In this ap-
proach, the source sentence is fed to an encoder
which outputs a context vector. This context vector
is fed to the decoder to output the target language
text (Cho et al., 2014). Some approaches also use
Long Short Term Memory (Hochreiter and Schmid-
huber, 1997) for this task (Sutskever et al., 2014).

Machine Translation (MT) systems after seeing
great progress in recent years have been found to
be sensitive to synthetic and natural noise in in-
put, distributional shift, and adversarial examples
(Koehn and Knowles, 2017; Belinkov and Bisk,
2017; Durrani et al., 2019; Anastasopoulos et al.,
2019; Michel et al., 2019). Fine-tuning has proven
to be a successful technique to carry out this task.
One of the most prominent variations is described
in (Chu and Wang, 2018), which trains an NMT
model on out-of-domain corpora until model con-
vergence and then resumes training from step 1 on
a mix of in-domain and out-of-domain data.

A fine-grained human evaluation research of the
transformer based systems and state-of-the-art re-
current systems was carried out on the translation
from English to Chinese. The evalution results
shows reduction in errors by 31 percent and signif-
icantly less errors in 10 out of 22 error categories
when using Transformer based MT systems. (Ye
and Toral, 2020). Another research has shown that
improved efficiency and accuracy can be obtained
by converting a pre-trained transformer into its ef-
ficient recurrent counterpart. A swap procedure is
implemented which replaces softmax attention of
a pertained transformer with its linear-complexity
recurrent alternative followed by fine-tuning. Fine-
tuning has proven to help reduce the training cost
and improve efficiency and accuracy (Kasai et al.,
2021).

We took part in WMT 2022 Biomedical trans-
lation task from English to Spanish using the fine-
tuning approach on the Transformer based models
and we describe our efforts in this paper. The paper
is structured as follows. The data sets and their
preparation is outlined in Section 3 and Section 4,
followed by details of the experiments carried out
and their results in Section 5. We then present the
summary of our findings and conclusion in Section
6.

2 Related Work

Machine translation systems out of domain perfor-
mance has been negatively impacted to the extent
that they completely sacrifice adequacy for the sake
of fluency. Hence, the presence of domain incon-
sistency is considered a key challenge in machine
translation (Koehn and Knowles, 2017). The com-
mon approach to tackle this challenge is firstly to
train an MT system on a (generic) source domain
and secondly to fine-tune it on a (specific) target
domain (Luong and Manning, 2015; Freitag and
Al-Onaizan, 2016; Servan et al., 2016; Chu et al.,
2017), followed by continuous fine-tuning of data
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sets which are similar to the target domain (Sajjad
et al., 2017), or to dynamically change the balance
of data towards the target domain (van der Wees
et al., 2017). An alternative approach is to train
systems on multiple domains simultaneously, while
adding domain-specific tags to the input examples
(Kobus et al., 2016).

Other methods include the works around Dual
Contextual (DC) module, which is an extension of
the conventional self-attention unit, to effectively
make use of both, local and global contextual in-
formation. This work aims to further improve the
sentence representation ability of the encoder and
decoder sub-networks, thus enhancing the overall
performance of the translation model (Ampomah
et al., 2021). Domain adaptation methods include
instance weighing, data selection (Wang et al.,
2017) and incorporating a domain classifier (Chen
et al., 2017; Britz et al., 2017).

Some language pairs do not have enough par-
allel text for training. Hence, to counter the data
sparsity problem of the NMT training some have
used various strategies like augmenting training
data, exploiting training data from other languages,
alternative learning strategies that use only mono-
lingual data (Haque et al., 2021). Some of the
researchers have made use of monolingual data
available either in the target domain, for example,
by training the decoder on these data sets (Domhan
and Hieber, 2017), or by back-translating (Sennrich
et al., 2016), or in the source domain, using similar
techniques (Zhang and Zong, 2016).

3 Data

In the experiments described in this paper, we use
data sets from both the general and clinical do-
mains. ParaCrawl, EMEA, and WMT are available
in the public domain, while, M&R Letters is a data
set internal to Optum. The M&R in-domain data
set comprises of medical claim correspondence let-
ters sent to the insurance customers which have
been manually translated to Spanish. Among the
public data sets, ParaCrawl is the largest publicly
available parallel corpora for European languages.
EMEA is a multi-lingual parallel corpus made out
of PDF documents from the European Medicines
Agency. We have used data from all three sub-
tracks namely, clinical cases, clinical terminology,
and ontology concepts of the ClinSpEn data set pro-
vided by WMT. Table 1 summarizes the data sets
used and their size. It is important to note that we

generate train and test splits on ParaCrawl (general
domain), EMEA, and M&R data sets (clinical do-
main) and evaluate on these. For WMT, we use all
8K sentence pairs as training data and share evalua-
tion BLEU scores computed by WMT submission
system on their hidden test set.

Data Fragment Sentences Domain
ParaCrawl 38M General

M&R Letters 492K Medical
EMEA 15K Clinical
WMT 8K Clinical

Table 1: Data sets used in this work and corresponding
source and number of sentences in each.

4 Data Preparation

The Data preparation very closely follows the steps
outlined in (Manchanda and Grunin, 2020). The
additional steps are listed below.

1. Language Check Elimination
Sentences not from the intended language
were eliminated.

2. Length difference check
The internal data that we used comprised
of correspondence letters to our customers
anonymized and their manual translations. It
was found upon a close observation that man-
ual translations differ depending on the trans-
lator. Sometimes, the same phrase can be
translated multiple ways or some additional
information can be added unintentionally to
the translation which can confuse the learn-
ing algorithm leading to under-fitting. We
eliminated any translation that differs from
the source sentence in length by more than 40
percent.

5 Experiments and Results

As described in the Data Section (3), We are us-
ing data sets from both the General domain and
Medical/Clinical domain. To fine-tune the model,
we have a 2-GPU setup with a docker container
deployed on on-premise machines containing all
the required packages to fine-tune the OPUS en-es
translation model 1. We use HuggingFace trans-
formers library (Wolf et al., 2020) for all our exper-
iments.

1https://huggingface.co/Helsinki-NLP/opus-mt-en-es
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The following fine-tuning experiments are done on
the transformer model used by the Helsinki-NLP
opus-mt-en-es model. As evident from its model
card, this model was trained on general-purpose
English to Spanish training corpus and in these ex-
periments, we will try to fine-tune the model to the
clinical domain.
Since the data provided by the sub-task was limited,
we used the entire WMT 2022 data as training data
and used train-test splits on other clinical domain
data sets to test the success of fine-tuning.
One of our key observation while doing the ex-
periments and serving these models on production
systems were that they regularly need to be checked
for over-fitting and hallucination errors. In addition
to evaluation by BLEU scores, We do a "Sanity
check" by running an inference with source lan-
guage strings of various lengths to mimic handwrit-
ten text and check if the translation is not adding
extra tokens.

1. Experiment 0: Reference Baseline
We use the model already pre-trained without
any fine-tuning as our reference baseline and
compare our fine-tuning results against this to
determine the better models.

2. Experiment 1: Mix of General and In-
domain data
First, we fine-tune the general purpose model
on a mix of in-domain and public data set. Our
in-domain data sets are M&R correspondence
letters, EMEA clinical data set and WMT
2022. We mix these with 2 million sentences
randomly selected from the ParaCrawl corpus
to keep the model from over-fitting to only
one domain. We keep the learning rate on
the higher side (1e-5) for this experiment and
train for 1 epoch only. We do not add length
difference check (2) in this experiment on the
in-domain data.

3. Experiment 2: Fine-tuning on only In-
domain data
Our next experiment was to fine-tune the pub-
lic model on only the in-domain data sets.
This experiment contains all the data prepa-
ration steps. The learning rate for this ex-
periment was kept lower as compared to the
previous experiment (1e-6) as the data was
purely in-domain.

Figure 1 shows a graph of the BLEU scores at evalu-
ation time for all the above-mentioned experiments.

Along with the BLEU scores on the test splits of
general and Clinical (EMEA/M&R) datasets, this
figure also shows the test BLEU scores provided by
WMT on their hidden test sets. We observe that the
model trained on only general-purpose data (Ex-
periment 0) performs decently on both in-domain
and general-purpose data sets. Experiments 1 and
2 yield better results on the EMEA/M&R data sets,
and degrade a little on the general-purpose data
sets. It can be noted that both experiments have the
same scores on general and EMEA/M&R datasets.
This indicates that the approach of fine-tuning with
a high learning rate with some general domain data
present (experiment 1) and fine-tuning with a low
learning rate only on the in-domain data (experi-
ment 2) yields very similar results.
However, Experiment 2 yields the best results on
the WMT test data set and hence is our primary
submission to the task. It is interesting to note that
the gain on the BLEU scores of EMEA and M&R
datasets is more significant as compared to the gain
in WMT BLEU scores. One of the major reasons
for that could be the amount of data available for
this particular domain.

6 Conclusion

We fine-tuned a publicly available model in multi-
ple ways using different combinations of data from
various sources. We showed how fine-tuning is
sensitive to new domains and can show promising
results if done diligently. This paper shows the
results of fine-tuning on a single domain but we
think that fine-tuning on any new domain would
provide gains in the translation quality. The scale
of this gain, however, can depend on the amount of
training data available in that particular domain.

7 Limitation

As evident from our experiments and results, in-
domain machine translation involves some trade-
off in translation quality amongst domains. When
we tried to fine-tune a translation model to a new
domain, the BLEU scores on the general domain
drop. The users of the fine-tuned model need to be
cognizant of the fact that while these models are the
best for the domain they were fine-tuned for, they
might not be the best to translate general handwrit-
ten text which lacks the structure of the fine-tuning
data. We recommend separate specialized models
for different use cases.
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Figure 1: BLEU scores on evaluation data sets
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