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Abstract

This paper presents the results of the First
WMT Shared Task on Sign Language Trans-
lation (WMT-SLT22)1. This shared task is
concerned with automatic translation between
signed and spoken2 languages. The task is
novel in the sense that it requires process-
ing visual information (such as video frames
or human pose estimation) beyond the well-
known paradigm of text-to-text machine trans-
lation (MT). The task featured two tracks,
translating from Swiss German Sign Language
(DSGS) to German and vice versa. Seven
teams participated in this first edition of the
task, all submitting to the DSGS-to-German
track. Besides a system ranking and sys-
tem papers describing state-of-the-art tech-
niques, this shared task makes the following
scientific contributions: novel corpora, repro-
ducible baseline systems and new protocols
and software for human evaluation. Finally,
the task also resulted in the first publicly avail-
able set of system outputs and human evalua-
tion scores for sign language translation.

1 Introduction

This paper presents the outcome of the First
WMT Shared Task on Sign Language Transla-
tion (WMT-SLT22). The focus of this shared
task is automatic translation between signed and

1https://www.wmt-slt.com/
2In this paper we use the word “spoken” to refer to any

language that is not signed, no matter whether it is repre-
sented as text or audio, and no matter whether the discourse
is formal (e.g. writing) or informal (e.g. dialogue).

spoken languages. Recently, Yin et al. (2021)
called for including signed languages in NLP re-
search. We regard our shared task as a direct an-
swer to this call. While WMT has a long history
of shared tasks for spoken languages (Akhbardeh
et al., 2021), this is the first time that signed lan-
guages are included in a WMT shared task.

Sign language translation requires processing
visual information (such as video frames or human
pose estimation) beyond the well-known paradigm
of text-to-text machine translation (MT). As a con-
sequence, solutions need to consider a combina-
tion of Natural Language Processing (NLP) and
computer vision (CV) techniques.

In the field of sign language MT there is a gen-
eral lack of suitable and freely available datasets
and code. For this reason it was necessary for
us to build and distribute novel training corpora
and we also published reproducible baseline code.
Likewise, existing protocols and toolkits for hu-
man evaluation had to be adapted to support sign
languages.

In this first edition of the shared task we con-
sidered one language pair: Swiss German Sign
Language (DSGS) and German. We offered two
tracks: DSGS-to-German translation and German-
to-DSGS translation.

Seven teams participated in the task, which we
consider a success. All teams submitted to the
DSGS-to-German track, while there were no sub-
missions to the German-to-DSGS track.

The remainder of this paper is organized as fol-
lows:
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• We give some background on sign languages
and sign language processing in §2.

• We describe the shared task tracks and sub-
mission procedure in §3.

• We report on the corpora we built and dis-
tributed specifically for this task in §4 and §5.

• We describe all submitted systems, including
our baseline in §6.

• We ran both an automatic and a human eval-
uation. We explain our evaluation in §7.

• We share the main outcomes in §8 and dis-
cuss in §9.

2 Background

We consider sign language processing (SLP) a
sub-area of Natural Language Processing (NLP),
and automatic sign language translation (SLT), a
more narrowly focused discipline within SLP.

We first give an introduction to sign languages
(§2.1) and describe the societal and academic rele-
vance of SLP (§2.2). Then we give an overview of
SLP in general (§2.3), of SLT in particular (§2.4)
and finally motivate this shared task (§2.5).

2.1 Sign languages

Sign languages (SLs) are the natural languages
used in deaf communities. Contrary to the popular
belief that sign language is universal, hundreds of
different SLs have been documented so far. They
are still scarcely described and under-resourced.
For example, few reference grammars exist, lex-
icons only have partial coverage and existing cor-
pora are small.

Nature of sign languages Sign languages are
visuo-gestural languages. A person expresses
themselves using many parts of the body (hands
and arms, but also face, mouthing, gaze, shoul-
ders, torso, etc.) while the interlocutor perceives
the message through the visual channel. The lin-
guistic system of SLs makes use of these specific
linguistic cues. Information is expressed simul-
taneously (as opposed to the sequential nature of
spoken language), organized in three-dimensional
space, and iconicity plays a central role (Woll,
2013; Perniss et al., 2015; Slonimska et al., 2021).

Writing systems To date, SLs do not have a
written form or graphical system for transcrip-
tion that is universally accepted (Pizzuto and
Pietrandrea, 2001; Filhol, 2020). Several nota-
tion systems, such as HamNoSys (Hanke, 2004)
or SignWriting (Sutton, 1990; Bianchini and Bor-
gia, 2012), are used in research or teaching but are
rarely adopted as a writing system in everyday life.

A common misconception among MT re-
searchers is that transcribed glosses are a full-
flegded writing system for sign languages. In re-
ality, glossing is a linguistic tool, useful for an-
notating corpora for linguistic studies (Johnston,
2010). Glosses are not a means of writing SL, and
they do not adequately represent the meaning of
an SL utterance. Importantly, “deaf people do not
read or write glosses” in everyday life (Anony-
mous, 2022). Moreover, glosses mostly consist
of words taken from the surrounding spoken lan-
guage, which is generally only a second language
to deaf signers (§2.2, societal relevance).

2.2 Relevance of sign language processing

SLP is a research area with high potential impact,
as it is relevant in a societal and academic sense.

Societal relevance The overall aim of SLP is to
provide language technology for sign languages,
which currently are somewhat overlooked. The
vast majority of NLP systems are designed for
spoken languages, not for signed languages. This
means that more research in SLP could result in
more equal access to language technology.

The more specific goal of SLT is to facilitate
communication between deaf and hearing commu-
nities. There is a need for this because speakers
of spoken languages and signers of sign languages
experience communication difficulties (the same
kind of difficulties encountered by speakers of dif-
ferent spoken languages). We emphasize that deaf
and hearing people could benefit from such tech-
nologies in equal measure.3

Besides aiding direct communication, SLT
would improve accessibility to spoken language
content, given that spoken languages are often a
second language for deaf people, where they ex-
hibit varying proficiency. The reverse direction
can also be useful, for example to automatically

3We distance ourselves from the harmful view that only
deaf people are in need (of access to spoken language dis-
course). Language barriers are inherently two-way, and ad-
dressing them involves both parties.
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subtitle signed content to make it accessible to
people who do not know SLs (Bragg et al., 2019).

Academic relevance In the field of Natural Lan-
guage Processing (NLP), working on SLs is highly
innovative and timely. Recently, a call for more
inclusion of signed languages in NLP (Yin et al.,
2021) was widely publicized, and an ACL initia-
tive for Diversity and Inclusion4 targets SL pro-
cessing as well.

2.3 Sign language processing

Sign language processing is an interdisciplinary
field, bringing together research on NLP and com-
puter vision, among other disciplines (Bragg et al.,
2019). For a general overview in the context of
NLP see Yin et al. (2021); Moryossef and Gold-
berg (2021).

Tasks SLP involves a variety of (sub)tasks with
individual challenges. Widely known tasks are
sign language recognition, sign language transla-
tion and sign language production (or synthesis).
Sign language recognition usually refers to iden-
tifying individual signs from videos, see Koller
(2020) for an overview. Sign language translation
refers to systems that transform sign language data
to a second language, no matter whether signed or
spoken, see De Coster et al. (2022) for a compre-
hensive survey. Finally, sign language production
refers to rendering sign language as a video, us-
ing methods such as avatar animation (Wolfe et al.,
2022) or video generation.

SLP research is challenging for a number of dif-
ferent reasons. The ones we chose to highlight
here are linguistic properties, availability of data
and availability of basic NLP tools.

Linguistic challenges SLP is challenging be-
cause of the characteristics of sign languages
(§2.1), for instance multilinearity, use of the sign-
ing space and iconicity. As explained earlier, SLP
needs to take into account manual and non-manual
cues in order to capture a complete linguistic pic-
ture of an SL utterance (Crasborn, 2006). Infor-
mation is presented simultaneously, rather than
sequentially. Signing makes frequent use of in-
dexing strategies for example to identify referents
introduced earlier in the discourse or timelines
(Engberg-Pedersen, 1993).

4https://www.2022.aclweb.org/
dispecialinitiative

Sign languages have an established vocabulary
but are also lexically productive to allow for defi-
nition of new signs or constructions to be used to
depict entities or situations (Johnston, 2011).

Availability of data Given the current research
landscape in NLP, sign languages are under-
resourced. An analysis by Joshi et al. (2020)
places all sign languages considered in this study
in the category “left behind” (together with many
spoken languages). Existing resources are small
and also heterogeneous. They are created under a
variety of circumstances and vary in quality (e.g.
video resolution), signer demographics (e.g. deaf
vs. hearing signers), richness of annotation (e.g.
glosses, sentence segmentation, translation to a
spoken language) and linguistic domain (e.g. only
weather reports).

Also, not all corpora are easily accessible on-
line and some have restrictive licenses that disal-
low NLP research. A survey of SL corpora avail-
able in Europe can be found in Kopf et al. (2021).

Lack of basic linguistic tools SLP currently
lacks fundamental NLP tools that are readily
available for spoken languages. Such tools in-
clude automatic language identification (Monteiro
et al., 2016), sign segmentation (De Sisto et al.,
2021), sentence segmentation (Ormel and Cras-
born, 2012; Bull et al., 2020) and sentence align-
ment (Varol et al., 2021). Although there are ex-
perimental solutions, they are not yet viable in
practice.

Tools like these would be crucial to create better
corpora by constructing them automatically, as is
routinely done for spoken languages (Bañón et al.,
2020), and develop better high-level NLP solu-
tions.

2.4 Sign language translation

In recent years, different methods to tackle SLT
have been proposed, most of them suggesting a
cascaded system where a signed video is first con-
verted to an intermediate representation and then
to spoken text (similarly for text-to-video transla-
tion). Intermediate representations (with individ-
ual strengths and weaknesses) include pose esti-
mation (§5.3), glosses or writing systems such as
HamNoSys (§2.1, writing systems).

There is existing work on gloss-to-text trans-
lation and vice versa (e.g. Camgöz et al. 2018;
Yin and Read 2020), pose-to-text translation and
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vice versa (e.g. Ko et al. 2019; Saunders et al.
2020a,b,c) and systems involving HamNoSys (e.g.
Morrissey 2011; Walsh et al. 2022). Recently, di-
rect video-to-text translation was also proposed by
Camgöz et al. (2020a,b). For rendering sign lan-
guage output, avatars are commonly used (Wolfe
et al., 2022), as well as methods to generate videos
of realistic signers (e.g. Saunders et al. 2022).

Parallel datasets In terms of datasets, past
work in SLT can be characterized as focus-
ing very much on a narrow linguistic domain,
most of the work was done on one single data
set called RWTH-PHOENIX Weather 2014T
(Forster et al., 2014). PHOENIX has a size of 8k
sentence pairs and contains only weather reports.
The biggest parallel sign language corpus to date,
the Public DGS Corpus (Hanke et al., 2020), con-
tains roughly 70k sentence pairs.

Thus, there is a clear shortage of usable paral-
lel corpora and existing ones are orders of magni-
tude smaller than what is considered an acceptable
size for spoken language MT (as a rule of thumb,
at least hundreds of thousands of sentence pairs).
Nevertheless, there are plenty of spoken languages
that also have little parallel data and MT methods
have been developed specifically for low-resource
MT (Sennrich and Zhang, 2019).

Evaluation For spoken language MT a vari-
ety of automatic metrics exist. These include
more conventional, string-based metrics such as
BLEU (Papineni et al., 2002) or chrF (Popović,
2015), as well as recent, learned metrics based on
embeddings like COMET (Rei et al., 2020). In the
context of SLT, no automatic metrics are validated
empirically, but if the target language is spoken,
many existing metrics are reasonable to use. How-
ever, if sign language is the target language, no au-
tomatic metric is known at the time of writing and
the only viable evaluation method is human eval-
uation. A human evaluation of SLT systems has
never been conducted on a large scale before, and
there are open questions regarding the exact evalu-
ation methodology and what the ideal profile (e.g.
hearing status, language proficiency) for evalua-
tors should be.

2.5 Motivation for this shared task

Our main motivation is that sign languages are nat-
ural languages (§2.1) that are currently overlooked
in NLP and SLT research (§2.3, §2.4). The shared

task brings this topic to the attention of MT re-
searchers. We decided to create a new shared task
as opposed to other activities since we believe this
format has a unique potential to foster progress in
MT and to also make progress measurable over
time.

Concrete ways in which the shared task might
boost research is by creating public benchmark
data, translations by many state-of-the-art systems
and judgements of translation quality by humans
(see also §9.4 on ways we are adding value).

3 Tracks and submission procedure

We offered two translation directions (“tracks”):
translation from Swiss German Sign Language
(DSGS) to German and vice versa.

Translation from DSGS to German was our pri-
mary translation direction in the sense that sub-
mitted systems were ranked on a leaderboard and
we provided baseline systems. Systems translat-
ing from German to DSGS were not ranked on the
leaderboard while the task was running, but we
still encouraged participants to submit such sys-
tems. We were prepared to provide human evalu-
ation for all submitted systems, regardless of the
translation direction.

We deliberately did not limit the shared task
to any particular kind of SL representation as in-
put or output of an MT system. For DSGS-to-
German translation participants were free to use
video frames, pose estimation or something else.
For German-to-DSGS participants were free to
submit a video showing pose estimation output, an
avatar or a photo-realistic signer.

Participants submitted translations on the
OCELoT platform5 which has a public leader-
board. We modified OCELoT slightly in order to
disable automatic metrics on the leaderboard for
German-to-DSGS, since currently no automatic
metrics exist for SL output. Participants were al-
lowed to make up to seven submissions, one of
them the primary submission.

Main outcome Seven teams (including one
from the University of Zurich whose submission
we consider a baseline) participated in our task.
All of them submitted to the DSGS-to-German
track, while there were no submissions for the sec-
ond translation direction.

5https://ocelot-wmt22.azurewebsites.
net/
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SRF FocusNews Total

direction episodes segments episodes segments segments

training (both) 29 7071 197 10136 17207

development (both) 1 287 3 133 420

test DSGS-to-German 1 242 5 246 488
German-to-DSGS 1 183 5 228 411

Table 1: Overview of training, development and test data. SRF and FocusNews are two different training corpora
(§4.2). Segment count for the training corpora is after automatic sentence segmentation. The development data for
both translation directions is identical, while the test data is different for DSGS-DE and DE-DSGS.

4 Data

For this task we provided separate training, devel-
opment and test data, where the training data was
available from the beginning while the develop-
ment and test data were released in several stages.

Table 1 gives a high-level overview of our train-
ing, development and test data.

Necessity of creating training data The data
we provided are new corpora that we built and
published. This was necessary because existing
datasets for SL machine translation did not meet
our requirements. Existing datasets either have
a license that is too restrictive, are not parallel
enough in the sense of being only “comparable
corpora”, are too small or have a very limited lin-
guistic domain. For example, the most widely
used dataset in SL machine translation research,
PHOENIX (introduced in §2.4), has a size of 8k
sentence pairs and contains only weather reports.

Following the long history of WMT shared
tasks for spoken language machine translation
(Akhbardeh et al., 2021), we opted for data that
contains general news, hence a more open domain.

4.1 Licensing and attribution

Our training corpora have different licenses that
are summarized here. This overview paper must
be cited if the corpora are used.

FocusNews corpus This dataset can be used
only for this shared task or its future iterations.
Other uses of the data require express permission
by the data owners. Interested parties should con-
tact the organizers for further information.

SRF corpus This dataset can be used for
non-commercial research under an Attribution-

NonCommercial-ShareAlike 4.0 International li-
cense (CC BY-NC-SA 4.0)6.

4.2 Training Data

The training data comprises two corpora, called
FocusNews and SRF. The linguistic domain of
both corpora is general news, and both contain
parallel data between DSGS and German. The
corpora are distributed through Zenodo7.

The statistics of the two corpora are summarised
in Table 2.

Training corpus 1: FocusNews 8 The Focus-
News data originates from a former deaf online
TV channel, FocusFive9. We provide the news
episodes (FocusNews), as opposed to other pro-
grams. The data consists of 197 videos with asso-
ciated subtitles of approximately 5 minutes each.
The videos feature deaf signers of DSGS and rep-
resent the source for translation. The German sub-
titles were created in post-production by hearing
SL interpreters.

We provide episodes within the time range of
2008 (starting with episode 43) to 2014 (up to
episode 278). The videos were recorded with dif-
ferent framerates, either 25, 30 or 50 fps. The
video resolution is 1280 x 720.

While this data set is small (by today’s stan-
dards in spoken language machine translation), we
emphasize the importance of using deaf signer
data for shared tasks like ours. There are crucial
differences between the signing of hearing inter-
preters and deaf signers, and interpreted signing

6https://creativecommons.org/licenses/
by-nc-sa/4.0/

7https://zenodo.org/
8Here we describe Zenodo release version 1.3 of the cor-

pus.
9https://www.youtube.com/c/focusfivetv
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FocusNews (release 1.3) SRF (release 1.2)

Number of episodes 197 29
Time span of episodes 2008 – 2014 March 2020 – March 2021
Length of 1 episode ∼ 5 minutes ∼ 30 minutes

Number of signers 12 3
Signer status deaf hearing
Signing mode Live signing from teleprompter (show-

ing German text or glosses)
Live sign language interpretation

Translation source DSGS German

Total duration videos 19 hours 16 hours
Video resolution 1280 × 720 1280 × 720
Video framerate 25, 30 or 50 25

Number of parallel subtitles∗ 9943 / 10136 14265 / 7071
Number of monolingual subtitles∗ (none) 883754 / 577418
Subtitle format SRT SRT
Sentence segmentation automatic manual
Subtitling mode In post-production, after signing is al-

ready recorded
Pre-produced or live subtitles (using re-
speaking with ASR)

Table 2: Data statistics and characteristics of our training corpora. *= before / after automatic sentence segmenta-
tion.

may bear more resemblance to spoken language
structures (Janzen, 2005).

Training corpus 2: SRF 10 The dataset con-
tains daily national news and weather forecast
episodes broadcast by the Swiss National TV
(Schweizerisches Radio und Fernsehen, SRF)11.
The episodes are narrated in Standard German of
Switzerland (different from Standard German of
Germany, and different from Swiss German di-
alects) and interpreted into DSGS. The interpreters
are hearing individuals, some of them children of
deaf adults (CODAs).

The subtitles are partly preproduced, partly cre-
ated live via respeaking based on automatic speech
recognition.

While both the subtitles and the signing are
based on the original speech (audio), due to the
live subtitling and live interpreting scenario, a
temporal offset between audio and subtitles as
well as audio and signing is inevitable. This offset
or “alignment shift” is visualized in Figure 1.

Manual alignment In our training corpus, the
offset between the signing and the subtitles was
manually corrected by deaf signers with a good
command of German. The live interview and

10Here we describe Zenodo release version 1.2 of the cor-
pus. The data provided here is an extended version of the
dataset published as part of the Content4All project (EU
Horizon 2020, grant agreement no. 762021).

11https://www.srf.ch/play/tv/sendung/
tagesschau-in-gebaerdensprache?id=
c40bed81-b150-0001-2b5a-1e90e100c1c0

weather forecast parts of each episode were ig-
nored, as the quality of the subtitles tends to be
noticeably lower for these parts.

The parallel data comprises 29 episodes of ap-
proximately 30 minutes each with the SL videos
(without audio track) and the corresponding sub-
titles. We selected episodes from two time
spans: 13/03/2020 to 19/06/2020 and 04/01/2021
to 26/02/2021, featuring three different SL in-
terpreters. (Three interpreters consented to hav-
ing their likeness used for this shared task.) The
videos have a framerate of 25 fps and a resolution
of 1280 x 720.

In addition to the parallel data we provided all
available German subtitles from 2014 to 2021 as
monolingual data. In total, there are 1949 subti-
tle files with a total of 570k sentences (count after
automatic segmentation).

4.3 Development data

The development data consists of segments ex-
tracted from undisclosed SRF and FocusNews
episodes (see §4.2 for a general description). This
data was also manually aligned and the signer is a
“known” person that appeared in the training set.
The framerate of development videos is 25 fps for
SRF and 50 fps for FocusNews.

4.4 Test data

We distribute separate test data for our two trans-
lation directions.
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Figure 1: Illustration of alignment shift in sign language corpora. From top to bottom: a sign language video, an
audio track with speech, a spoken language subtitle in German. Information in these three modalities do not start
and end at the same time, adjusting their start and end times is referred to as alignment.

DSGS-to-German Additional, undisclosed
SRF and FocusNews episodes that are manually
aligned. As for the development data, the signers
are “known” persons and the framerate of videos
is 25 fps for SRF and 50 fps otherwise.

German-to-DSGS This subset of the test data
has two distinct parts:

1. Additional, undisclosed FocusNews episodes
that are manually aligned. As for the devel-
opment data, the signers are “known” persons
and the framerate of videos is 50 fps.

2. New translations created specifically for this
shared task. The domain is identical to the
training data (general news). In this case Ger-
man subtitles are the source for human trans-
lation, DSGS videos are the target. The hu-
man translator is deaf (in contrast to all of
the SRF data, where signers are hearing inter-
preters). The framerate of these videos is 50
fps and they are recorded with a green screen.

For German-to-DSGS translation we consider it
important that the reference translations are cre-
ated by deaf signers instead of hearing inter-
preters.

4.5 Automated access to training data
Our baseline system described in §6.1 automati-
cally downloads all subsets of the data.

In addition, we added our training corpora to the
Sign Language Datasets library (Moryossef and
Müller, 2021b). The datasets can now be loaded
automatically as a Tensorflow data set, provided
that the user has previously obtained Zenodo ac-
cess tokens.

5 Data preprocessing

For each data set described in §4 we provided
videos and corresponding subtitles. In addition,
we included pose estimates (location of body key-
points in each frame) as a convenience.

5.1 Video processing
Videos are re-encoded with lossless H264 and use
an mp4 container. The framerate of videos is un-
changed, meaning either 25, 30 or 50. We are not
distributing the original videos but ones that are
preprocessed in a particular way so that they only
show the part of each frame where the signer is
located (cropping) and the background is replaced
with a monochrome color (signer masking), see
Figure 2 for examples.

Cropping We manually annotate a rectangle
(bounding box) around where the signer is located
for each video. We then crop the video to only
keep this region using the FFMPEG library.

Signer segmentation and masking To the
cropped video we apply an instance segmentation
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Figure 2: Illustration of video preprocessing steps (cropping, instance segmentation and masking). From left to
right: original frame, cropped frame, masked frame.

model, Solo V2 (Wang et al., 2020), to separate the
background from the signer. This produces a mask
that can be superimposed on the cropped video to
replace each background pixel in a frame with a
grey color ([127,127,127] in RGB).

5.2 Subtitle processing

For subtitles that are not manually aligned (all
of FocusNews and monolingual SRF data), au-
tomatic sentence segmentation is used to re-
distribute text across subtitle segments, see Figure
3 for examples.

This process also adjusts timecodes in a heuris-
tic manner if needed. For instance, if automatic
sentence segmentation detects that a well-formed
sentence stops in the middle of a subtitle, a new
end time will be computed. The end time is pro-
portional to the location of the last character of the
sentence, relative to the entire length of the subti-
tle. See Example 2 in Table 3 for an illustration of
this case.

5.3 Pose processing

“Poses” are an estimate of the location of body
keypoints in video frames. The exact set of
keypoints depends on the pose estimation sys-
tem, well known ones are OpenPose (Cao et al.,
2019)12 and MediaPipe Holistic (Lugaresi et al.,
2019)13. Usually such a system provides 2D or
3D coordinates of keypoints in each frame, plus a
confidence value for each keypoint.

The input for pose processing are cropped and
masked videos (§5.1). See Figure 3 for examples
of pose estimation on our data.

12https://github.com/
CMU-Perceptual-Computing-Lab/openpose

13https://ai.googleblog.com/2020/12/
mediapipe-holistic-simultaneous-face.
html

OpenPose We are using the OpenPose Body135
model. OpenPose often detects several people in
our videos, even though there is only one single
person present. We distribute the original predic-
tions which contain all people that OpenPose de-
tected.

MediaPipe Holistic As an alternative, we also
estimate signers’ poses with the MediaPipe Holis-
tic system developed by Google. Unlike our
OpenPose model, which only provides 2D joint lo-
cations, MediaPipe produces both 2D and 3D joint
location coordinates. Values from Holistic are nor-
malized between 0 and 1, instead of referring to
actual video coordinates.

6 Baseline and submitted systems

In this section we describe all submissions to our
shared task. In case there are substantial differ-
ences between the primary and secondary sub-
missions of a team we opted to describe the pri-
mary submission here. At the time of writing this
overview paper six out of seven teams have given
us detailed information about their submissions.
The submissions are summarized in Table 4.

Overall, the participating teams have diverse
academic backgrounds, most of them combine
computer vision and NLP expertise. All submitted
systems are sequence-to-sequence models based
on Transformers (Vaswani et al., 2017). Partici-
pants chose to represent sign language data as ei-
ther video frames (using a visual feature extractor
on the encoder side) or pose features, with no clear
majority in this regard.

Two systems, by LATTIC and MSMUNICH,
are unconstrained because their visual encoder
component is pretrained on WSASL (Li et al.,
2020) or is an existing model taken from Varol
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Example 1

Original subtitle After automatic segmentation

81
00:05:22,607 -> 00:05:24,687
Die Jury war beeindruckt

82
00:05:24,687 -> 00:05:28,127
und begeistert von dieser gehörlosen
Frau.

48
00:05:22,607 -> 00:05:28,127
Die Jury war beeindruckt und
begeistert von dieser gehörlosen
Frau.

Example 2

Original subtitle After automatic segmentation

7
00:00:24,708 -> 00:00:27,268
Die Invalidenversicherung Region Bern
startete

8
00:00:27,268 -> 00:00:29,860
dieses Pilotprojekt und will
herausfinden, ob man es

9
00:00:29,860 -> 00:00:33,460
zukünftig umsetzen kann. Es geht um
die Umsetzung

4
00:00:24,708 -> 00:00:31,720
Die Invalidenversicherung Region Bern
startete dieses Pilotprojekt und will
herausfinden, ob man es zukünftig
umsetzen kann.

Table 3: Examples of automatic sentence segmentation for German subtitles. The subtitles are formatted as SRT,
a common subtitle format.

Figure 3: Examples of the output of pose estimation systems overlaid over the original video frames. Left: Open-
Pose, right: MediaPipe Holistic.
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BASELINE LATTIC MSMUNICH UPC DFKI-SLT DFKI-MLT NJUP-MTT

Constrained ✔ - - ✔ ✔ ✔ ?
Multilingual - - - - - - ?
Document-level - - - - - - ?
Model ensemble - - - - - - ?

Pretrained components - ✔ ✔ - - - ?
Monolingual data - - - - - - ?
Synthetic data - - - - ✔ - ?

Signed language representation OP Video frames Video frames MH MH Video frames ?
Spoken language representation SP SP other1 SP other2 - ?

Open-source code ✔ (✔) - ✔ ✔ (✔) ?

Table 4: Overview of characteristics of submitted systems. NJUP-MTT did not disclose any information. In the
code row, checkmarks are clickable links. OP=OpenPose, MH=MediaPipe Holistic, SP=Sentencepiece, (✔)=au-
thors plan to publish the code, other1=text is normalized, but not segmented, other2=text is lowercased, but not
segmented

et al. (2021). Only one team (DFKI-SLT) used
synthetic parallel data and no submission used the
monolingual subtitles we distributed.

Three teams have published their code, with two
other teams planning to do so in the future.

6.1 Submission by UZH (baseline system)
We provided code to train baseline systems for
DSGS to German in a public Github repository
(Müller et al., 2022)14. The codebase contains
scripts to preprocess data, train, translate and eval-
uate models and should allow to reproduce our re-
sults exactly.

The underlying sequence-to-sequence toolkit is
Sockeye (Hieber et al., 2022) which is based on
Pytorch (Paszke et al., 2019). We adapted Sock-
eye so that it supports encoding or decoding con-
tinuous vectors instead of discrete sequences of
tokens. Our system is a pose-to-text translation
model that reads a sequence of pose frames and
converts them to the model size with a simple
learned projection. The baseline does not involve
pretraining or additional data and is therefore a
constrained submission.

Preprocessing We used OpenPose (Cao et al.,
2019) predictions (as opposed to MediaPipe
Holistic or a third option). If OpenPose predicted
several people in a frame, we simply chose the first
one and ignored all other values. Poses are nor-
malized by shoulder width. We convert all pose
sequences to a framerate of 25 fps. On the spoken
language side we do not apply any preprocessing
except learning and applying a Sentencepiece seg-
mentation model (Kudo, 2018) with a vocabulary
size of 1000.

14https://github.com/bricksdont/
sign-sockeye-baselines

For training and translation we used one Tesla
V100-32GB GPU and the training took between
two and four hours.

6.2 Submission by LATTIC (Shi et al., 2022)

The system submitted by LATTIC is a
Transformer-based sequence-to-sequence model
which uses as input visual representations derived
from an Inflated 3D ConvNet (I3D) (Carreira and
Zisserman, 2017) and text as the target. The I3D
models is pretrained on the WLASL15 dataset
(an isolated sign dataset). The input represen-
tation is resized video frames, the frames were
resized to 224x224. For the spoken language side
Sentencepiece (Kudo and Richardson, 2018) was
used to generate a vocabulary of 18k tokens. The
system is developed from scratch, without the use
of existing MT software, and has a Transformer
architecture (Vaswani et al., 2017). The I3D
model is first trained on Kinetics, an action
recognition dataset (Carreira and Zisserman,
2017), then it is trained for isolated sign language
recognition. Before feeding input to the model,
each isolated sign video is truncated, resized,
randomly cropped to 224x224 and horizontally
flipped with probability 0.5. Models were trained
on several GPU types (A4000, A6000 and Titan
RTX) and the training took roughly four hours per
model.

6.3 Submission by MSMUNICH (Dey et al.,
2022)

Microsoft’s submission to WMT-SLT is a
sequence-to-sequence Transformer model. It is
based on an existing model pretrained on the

15https://github.com/dxli94/WLASL
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BSL1K dataset (Varol et al., 2021)16. Similar
to the submission of LATTIC, this system also
uses a pretrained I3D model. The system takes as
input consecutive video frames and predicts over
1000 signs. For the text side, text normalisation
such as lowercasing, conversion of numerals
and data cleaning were applied. The authors
emphasize that such careful data preprocessing
and postprocessing was crucial. The underlying
MT framework is Fairseq (Ott et al., 2019).

6.4 Submission by SLT-UPC (Tarrés et al.,
2022)

The submission of UPC17 is also a Transformer-
based sequence-to-sequence model, based on a
smaller Transformer architecture. To pretrain the
model, PHOENIX (Forster et al., 2014) data was
used. However, the results achieved with pretrain-
ing were no better than the primary submission
(without pretraining). The authors built indepen-
dent vocabularies for each training corpus. The
best results were obtained by only training on the
FocusNews dataset.

As a representation for the SL side, MediaPipe
Holistic was used, re-extracting the features using
the pose library by Moryossef and Müller (2021a).
The authors interpolated the pose sequences to
unify the framerate to 25fps and used data aug-
mentation on the poses (using pose libary aug-
mentation functions such as rotation, scaling and
shear). For the text side Sentencepiece was used
to generate vocabularies of 1000, 2000 and 4000.
Their main submission had a vocabulary of 1000.
The code is based on Fairseq and is available
on GitHub18. To train their models, one Nvidia
GeForce RTX 3090 was used and training for the
main submission took roughly 3.5 hours.

6.5 Submission by DFKI-SLT (Hufe and
Avramidis, 2022)

The submission of DFKI-SLT is a sequence-to-
sequence model trained with JoeyNMT (Kreutzer
et al., 2019), using chrF as the validation metric.
The authors describe their system as having three
main modules. In the first, SL images are con-
verted into intermediate pose keypoint representa-
tions; the second module employs data augmen-

16https://www.robots.ox.ac.uk/~vgg/
research/bslattend/

17https://www.upc.edu/ca
18https://github.com/mt-upc/fairseq/

tree/wmt-slt22

tation (geometrical transformations) to increase
sample efficiency and decrease the effect of spu-
rious feature correlations; and the third employs a
Transformer network to perform translation.

The system is trained only on FocusNews. The
representation of the SL side was based on Me-
diaPipe Holistic. The text side was only lower-
cased and the maximum sentence length was set
to 400. The models were trained on an Nvidia
RTXA6000.

6.6 Submission by DFKI-MLT (Hamidullah
et al., 2022)

The main idea behind the DFKI-MLT approach is
to learn feature representation and translation in a
single model, and to train them together. The sys-
tem architecture consists of two connected blocks:
the first block, implemented using CNNs, is in-
tended to capture visual representations and the
second one, implemented with Transformers, aims
to capture language. The visual component is
based on a ResNet (Hara et al., 2017). In partic-
ular, the visual encoding in the submitted system
consists of the original 3D ResNet10 with output
conversion. The conversion creates a sequence of
vectors from the single output vector to adapt to
the Transformer encoder input. The visual vector
is projected through a linear layer which is con-
nected directly to the language block. The lan-
guage block is a simple Transformer. The train-
ing is end-to-end, aiming to force the visual block
to take into account the language representation
when building the visual embedding.

6.7 Submission by NJUPT-MTT
Finally, we received submissions from the ma-
chine translation lab at Nanjing University of
Posts and Telecommunications (NJUPT-MTT).
No system paper was submitted and the authors
did not provide further information.

7 Evaluation Protocols

We performed both a human (§7.1) and an auto-
matic (§7.2) evaluation of translation quality. Our
final system ranking is based on the human evalu-
ation only.

7.1 Human evaluation
In our human evaluation, we followed the set-
ting established by the recent WMT21 conference
(Akhbardeh et al., 2021) and adapted it to the re-
quirements of SLT evaluation.
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We employed the source-based direct assess-
ment (DA; Graham et al., 2013; Cettolo et al.,
2017) methodology with document context, ex-
tended with Scalar Quality Metric (SQM; Freitag
et al., 2021), which was piloted at the IWSLT
2022 evaluation campaign (Anastasopoulos et al.,
2022). Assessments were performed on a contin-
uous scale between 0 and 100 as in traditional DA
but with 0-6 markings on the analogue slider and
custom annotator guidelines specifically designed
for our task.

Human evaluation settings We used the Ap-
praise evaluation framework19 (Federmann, 2018)
for collecting segment-level judgements within
document context. As there were submissions in
the DSGS-to-German direction only (§3), we only
set up a sign-to-text human evaluation campaign.
Annotators were presented with video fragments
as source context and translation outputs of a ran-
dom document from an MT system. The reference
translation and the official baseline were included
as additional system outputs. Documents longer
than ten segments were split into document snip-
pets with ten or fewer consecutive segments. A
screenshot of an example annotation in Appraise
is presented in Figure 4.

We hired four evaluators who were native
German speakers and trained DSGS interpreters.
They did not have prior experience with evalua-
tion of MT output. Each evaluator was assigned an
identical set of annotation tasks comprising docu-
ments from the entire test set and all participat-
ing systems, including the baseline system and the
reference translation. 196 segments were given to
each annotator more than once to conform to Ap-
praise’s requirement of 100 segments per task and
in order to measure intra-annotator agreement.

We did not include any quality control items
in the annotation tasks as we had multiple inde-
pendent annotations of the entire test set and be-
cause of the very low quality of translations, which
would make them indistinguishable from seg-
ments with randomly replaced words or phrases
used as quality control items.

Justification for custom guidelines We de-
signed custom guidelines to account for differ-
ent modalities (e.g. avoid confusing mentions of
“text” in the instructions when the source or tar-

19https://github.com/AppraiseDev/
Appraise

get is in fact a video) and to tailor them towards
SL content. For example, we added naturalness
of motion as an evaluation criterion for evalua-
tions with SL output. Following IWSLT 2022, we
also removed any mention of “grammar” to shift
emphasis away from grammatical issues towards
translation-breaking differences in meaning. The
full instructions to evaluators in English and Ger-
man are listed in Appendix A.

Data and scripts used for generating tasks and
computing the final system rankings are publicly
available in a Github repository.20

7.2 Automatic evaluation
To complement our human evaluation (which pro-
vides the main ranking) we also provide an au-
tomatic evaluation. We evaluate the submissions
and the baseline system from DSGS into Ger-
man using three automatic metrics: BLEU (Pa-
pineni et al., 2002), chrF (Popović, 2015) and
BLEURT (Sellam et al., 2020). We note that
learned, semantic metrics correlate better with hu-
man judgement (Kocmi et al., 2021), but if they
consider the source text as an input (e.g. COMET;
Rei et al., 2020), they cannot be used in our con-
text because our source is video and not text.
We use sacreBLEU (Post, 2018) for BLEU21 and
chrF22 and the python library for BLEURT.23 In
all cases, we estimate 95% confidence intervals
via bootstrap resampling (Koehn, 2004) with 1000
samples.

8 Results

8.1 Human evaluation
Assessment scores Three out of the four evalu-
ators completed all tasks, which gave us at least
three independent judgements for each segment
from the official test set. In total, for the output
of eight systems, we collected 133,000 segment-
level and 1,191 document-level assessment scores,
which averages to 1,811.4 scores per system.

System ranking The system ranking is based
on the average DA segment-level scores computed
from the human assessment scores. We did not

20https://github.com/WMT-SLT/wmt-slt22
21BLEU|nrefs:1|bs:1000|seed:12345|case:

mixed|eff:no|tok:13a|smooth:exp|version:
2.2.0

22chrF2|nrefs:1|bs:1000|seed:12345|case:
mixed|eff:yes|nc:6|nw:0|space:no|version:
2.2.0

23BLEURT v0.0.2 using checkpoint BLEURT-20.
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Figure 4: A screenshot of an example sign-to-text annotation task in Appraise featuring document-level source-
based direct assessment (DA) with scalar quality metrics (SQM) and custom annotator guidelines in German.
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make any distinction between segment-level and
document-level scores, simply including the lat-
ter as additional data for computing the average
scores.

The official system ranking is presented in Ta-
ble 5. Systems which significantly outperform all
others, according to Wilcoxon rank-sum test p <
0.05, are grouped into clusters, which is indicated
by horizontal lines. Rank ranges giving an indi-
cation of the respective system’s translation qual-
ity within a cluster are based on the same head-
to-head statistical significance tests. Contrary to
previous evaluation campaigns (Akhbardeh et al.,
2021) which calculate the rankings based on stan-
dardized scores (z-scores), we decided to not do
so, because the large number of zero-scored items
led to a rather skewed standardization scale which
affected the calculation of the clusters.

According to our human evaluation (Table 5),
MSMUNICH and LATTIC have the highest qual-
ity score among all MT systems. All other systems
ended up in the same cluster with overall lower
translation quality. Both winning systems are un-
constrained, having been pretrained on other SL
datasets, and achieve an average score of 2 in the
continuous range of [0, 100], as compared to a a
score of 87 for human translations and 0.52 for
the baseline system. By looking at the domain-
specific results, however, one can see that the per-
formance of these two systems is around 3.5 for
the FocusNews part of the test set and only 0.28-
0.38 for the SRF part.

We show an additional analysis of the score dis-
tribution for each system in Appendix D.

Annotator agreement In Table 6 we are re-
porting intra-annotator agreement, measured with
Fleiss κ (Fleiss, 1971) only as an approximation,
noting the concerns of Ma et al. (2017) that kappa
coefficients are not suitable for continuous scales.
In order to calculate the coefficient, the values
have been discretized in seven bins in the scale 0-
6, since those were the scores marked on the con-
tinuous evaluation bar that was given to the anno-
tators. One can observe that the intra-annotator
agreement for raters 1 and 2 is good whereas for
raters 3 and 4 is very good (Landis and Koch,
1977; Agresti, 1996).

In order to ensure the agreement between the
annotators, we computed the ranks with different
combinations of annotators and we did not observe
changes in the ranks.
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Figure 5: Number of task completion times (a task con-
sists of 100 segments) grouped into 20-minute buckets,
after removing top and bottom 5-percentiles.

Evaluation speed Three evaluators have com-
pleted the entire evaluation. A single task requir-
ing 100 segment-level and about 12 document-
level annotations took on average 45 minutes
to complete, after excluding 5% of slowest and
fastest task annotations. The majority of tasks
were finished in between 20 and 40 minutes as
shown in Figure 5.

On average, evaluators judged with a speed of
200 to 250 sentence pairs per hour. This is in
line with previous evaluations for spoken language
MT. We believe having such an estimate of evalu-
ation speed is useful for future evaluations.

Feedback from evaluators After completing
the evaluation two out of four evaluators filled in a
form meant for feedback regarding the evaluation
procedure and the Appraise platform. All evalua-
tors gave us additional informal feedback.

In general, evaluators reported that their experi-
ence with Appraise was positive, and that our in-
structions were clear. At least two people would
be willing to do similar work in the future. Con-
cerning Appraise development, at least two peo-
ple experienced technical problems24 and evalua-
tors suggested that the user interface could be im-
proved in some places. For instance, automatically
playing videos could make evaluations more effi-
cient.

24During the evaluation period there were major outages
on Azure and the technical issues reported by our evaluators
may be unrelated to the user interface or evaluation task.

757



all

Rank Ave. System

1 87.051 HUMAN
2-3 2.075 MSMUNICH
2-3 2.008 SLATTIC
4-5 0.520 UZH (baseline)
4-8 0.437 DFKI-MLT
5-8 0.339 DFKI-SLT
5-8 0.207 UPC
5-8 0.041 NJUPT-MTT

SRF

Rank Ave. System

1 87.051 HUMAN
2-3 2.075 MSMUNICH
2-3 2.008 SLATTIC
4-5 0.520 UZH (baseline)
4-8 0.437 DFKI-MLT
5-8 0.339 DFKI-SLT
5-8 0.207 UPC
5-8 0.041 NJUPT-MTT

FN

Rank Ave. System

1 93.568 HUMAN
2-3 3.833 MSMUNICH
2-3 3.610 SLATTIC
4-6 1.028 UZH (baseline)
4-7 0.853 DFKI-MLT
4-7 0.671 DFKI-SLT
5-8 0.407 UPC
7-8 0.033 NJUPT-MTT

Table 5: Official results of the WMT22 Sign Language Translation task for translation from Swiss German Sign
Language to German. Systems are ordered by averaged (non-standardized) human score in the percentage scale.
Lines indicate clusters according to a Wilcoxon rank-sum test p < 0.05. Gray rows indicate unconstrained systems.

annotator κ items

1 0.77±0.07 235
2 0.76±0.13 62
3 0.90±0.06 235
4 0.88±0.06 235

Table 6: Intra-annotator agreement based on the Fleiss
κ coefficient for reliability of agreement (with scores
discretized in the scale 0-6).

Informally, evaluators have told us that some
videos do not have ideal cuts, in the sense that the
beginning or end are slightly cut off. This is per-
haps inevitable in continuous signing, or a prob-
lem in our manual alignment process. They have
also pointed out that showing machine-translated
target context can be confusing because for our use
case quality is so low.

More detailed feedback forms submitted by
evaluators are listed in Appendix C.

8.2 Automatic Evaluation

Table 7 summarises the results of the automatic
evaluation. We report the scores for the full test
set and also for the SRF and FocusNews subsets
and boldface the primary submissions that have
been evaluated manually. The low scores for all
systems and metrics demonstrate the difficulty of
the task. For most systems but SLATTIC with
BLEU, translation quality is higher for Focus-
News than for SRF. This might be an effect of the
length of the source videos: SRF videos are six
times longer than FocusNews, which might make
the alignment with the textual part more difficult
at sentence level.

The best system in the automatic evaluation de-
pends on the evaluation metric. MSMUNICH.2
is the best system according to BLEU, SLAT-
TIC.4 according to chrF and MSMUNICH.1 ac-

cording to BLEURT. Notice that only the best sys-
tem according to BLEU among these three was
submitted as primary system and therefore manu-
ally evaluated. This shows that participants proba-
bly used mainly BLEU as the metric for develop-
ment, except DFKI-SLT who reported that they
used chrF because BLEU was always zero.

The correlation between human rankings and
automatic metrics is delicate because we only have
seven data points. The metric that correlates best
with human scores at system level is BLEU (r =
0.510, ρ = 0.571) followed by chrF (r = 0.508,
ρ = 0.214). BLEURT shows only a weak cor-
relation with r = 0.314 and ρ = 0.286. In our
scenario, translation quality is really low, and the
sentences that have been properly translated are
very short (e.g. Bis nächste Woche.). In this case,
n-gram matching metrics perform better than se-
mantic metrics.

See Appendix B for an extended discussion
of the correlation between all automatic metrics
(BLEU, chrF, BLEURT).

9 Discussion

9.1 General translation quality
Overall, all systems perform poorly in our shared
task, as there is an extreme difference in average
score between all systems and the human refer-
ence translation. The systems exhibit well-known
problems of natural language generation such as
overfitting to few high-probability hypotheses and
hallucination (Lee et al., 2018; Raunak et al.,
2021).

The best submitted system in the best case
achieves an average score of about 4 out of 100,
which indicates that current automatic translations
are not usable in practice, unlike spoken language
MT where in specific scenarios experiments have
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BLEU chrF BLEURT

Submission all SRF FN all SRF FN all SRF FN

UZH (baseline) 0.12±0.06 0.09±0.03 0.19±0.11 5.5±0.5 5.2±0.5 5.8±0.8 0.102±0.006 0.095±0.006 0.110±0.009

DFKI-SLT 0.08±0.01 0.10±0.04 0.11±0.02 18.2±0.4 17.9±0.5 18.7±0.6 0.109±0.006 0.093±0.004 0.122±0.009

DFKI-MLT.1 0.07±0.05 0.05±0.02 0.12±0.10 6.6±0.5 6.4±0.6 6.9±0.6 0.100±0.008 0.097±0.009 0.100±0.012
DFKI-MLT.2 0.11±0.06 0.08±0.03 0.17±0.13 6.8±0.5 7.0±0.7 6.5±0.7 0.083±0.008 0.074±0.008 0.091±0.013
DFKI-MLT.3 0.08±0.04 0.06±0.02 0.13±0.10 6.5±0.5 6.8±0.8 6.2±0.7 0.075±0.009 0.067±0.009 0.081±0.014
DFKI-MLT.4 0.02±0.01 0.02±0.01 0.04±0.02 3.6±0.2 3.4±0.3 3.8±0.3 0.066±0.004 0.063±0.004 0.070±0.008
DFKI-MLT.5 0.04±0.02 0.03±0.00 0.08±0.04 5.4±0.3 5.1±0.3 5.6±0.4 0.078±0.004 0.074±0.005 0.080±0.007

MSMUNICH.1 0.44±0.21 0.34±0.18 0.63±0.35 17.1±0.5 16.3±0.7 17.8±0.9 0.166±0.013 0.147±0.012 0.179±0.022
MSMUNICH.2 0.56±0.30 0.28±0.13 0.84±0.51 17.4±0.5 17.0±0.5 17.9±0.8 0.150±0.011 0.132±0.008 0.163±0.019

NJUPT-MTT.1 0.09±0.01 0.13±0.03 0.13±0.03 14.6±0.5 14.8±0.7 14.4±0.8 0.127±0.006 0.125±0.007 0.130±0.009
NJUPT-MTT.2 0.10±0.01 0.13±0.03 0.14±0.03 14.1±0.5 14.2±0.7 14.0±0.7 0.117±0.006 0.117±0.007 0.117±0.009

SLATTIC.1 0.25±0.12 0.30±0.18 0.24±0.10 19.5±0.4 19.2±0.5 19.8±0.7 0.074±0.010 0.055±0.007 0.090±0.016
SLATTIC.2 0.20±0.14 0.32±0.23 0.10±0.02 17.9±0.5 17.4±0.7 18.5±0.8 0.092±0.012 0.080±0.010 0.098±0.017
SLATTIC.3 0.14±0.09 0.21±0.16 0.09±0.06 17.4±0.5 17.0±0.6 17.8±0.7 0.096±0.012 0.081±0.010 0.106±0.019
SLATTIC.4 0.19±0.15 0.28±0.23 0.11±0.02 19.9±0.5 19.9±0.6 19.8±0.8 0.088±0.011 0.067±0.006 0.107±0.019
SLATTIC.5 0.18±0.06 0.21±0.09 0.19±0.10 17.9±0.5 17.4±0.6 18.3±0.8 0.107±0.011 0.093±0.007 0.119±0.019
SLATTIC.6 0.07±0.03 0.15±0.07 0.04±0.01 15.0±0.4 14.8±0.5 15.0±0.6 0.103±0.010 0.094±0.006 0.110±0.017

SLT-UPC.1 0.34±0.22 0.29±0.14 0.43±0.33 15.6±0.6 15.4±0.8 15.8±0.8 0.131±0.005 0.126±0.006 0.136±0.008
SLT-UPC.2 0.35±0.21 0.29±0.14 0.43±0.30 16.2±0.6 15.4±0.8 17.0±0.9 0.136±0.004 0.126±0.006 0.145±0.007
SLT-UPC.3 0.41±0.33 0.24±0.10 0.54±0.47 15.5±0.6 15.1±0.8 16.0±0.9 0.144±0.006 0.131±0.006 0.157±0.010
SLT-UPC.4 0.28±0.09 0.26±0.11 0.37±0.16 12.2±0.4 12.3±0.6 12.1±0.6 0.113±0.004 0.122±0.006 0.103±0.006
SLT-UPC.5 0.24±0.10 0.32±0.14 0.25±0.12 12.0±0.4 12.1±0.6 11.9±0.5 0.102±0.004 0.110±0.006 0.094±0.006
SLT-UPC.6 0.28±0.09 0.26±0.11 0.37±0.16 12.2±0.4 12.3±0.6 12.1±0.6 0.113±0.004 0.122±0.006 0.103±0.006
SLT-UPC.7 0.50±0.26 0.37±0.13 0.61±0.38 12.3±0.5 11.9±0.7 12.7±0.8 0.111±0.006 0.110±0.007 0.111±0.011

Table 7: Automatic evaluation of all the submission for the full WMT-SLT test set (all), the SRF subset and
the FocusNews (FN) subset. Mean and 95% confidence intervals obtained via bootstrap resampling are shown.
Primary submissions manually evaluated are boldfaced. Note that the official ranking is given by the human
evaluation (Table 5).

shown systems to be on par with human transla-
tion (Hassan et al., 2018; Popel et al., 2020). In
the following paragraphs we discuss potential rea-
sons for this outcome.

Size of training data The corpora we have built
for this shared task (§4) are superior to existing
datasets (in terms of size, license, linguistic do-
main and alignment quality), but are still small.
Taken together our corpora contain 20k parallel
sentence pairs only, and 600k monolingual Ger-
man sentences. This limits the optimal transla-
tion quality that could in theory be obtained in a
constrained setup. This is corroborated by the fact
that the two unconstrained systems have won the
shared task (§8).

Building larger parallel SL corpora in itself is
challenging. Even though recently steps were
taken to collect larger amounts of data (e.g. in
the projects EASIER and SignON), such resources
are not immediately useful because basic linguis-
tic tools used to prepare parallel corpora are not
available (§2.3, lack of basic linguistic tools). For
spoken language NLP, such tools are common-

place, work well and are used to automatically
compile large corpora. For example, Bitextor25,
a tool developed in the Paracrawl project (Bañón
et al., 2020), relies on the automatic alignment tool
BleuAlign (Sennrich and Volk, 2011).

Modality gap But even if much more training
data was available, it is likely that current MT
methods are not adapted well enough to SL data.
NLP methods in general are tailored towards text
and may perform worse or not be applicable at
all to other modalities. For example, there are
currently no efficient tools for automatic SL seg-
mentation (Yin et al., 2021), while for text-based
MT, subword segmentation (Sennrich et al., 2016;
Kudo, 2018) has become a staple in research.

While all systems submitted this year are
signed-to-spoken systems, the modality gap is
more apparent for automatic spoken-to-sign trans-
lation because generating continuous outputs re-
quires more fundamental changes to existing MT
toolkits (as opposed to the changes necessary for
continuous inputs).

25https://github.com/bitextor/bitextor
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The proclivity of existing MT research for
text data is confirmed by the number of recent
works that chose to represent SL content as (tex-
tual) gloss sequences, despite the fact that glosses
are not an adequate representation of meaning
(Anonymous, 2022).

9.2 Reliability of evaluation procedure

Our evaluation is reliable since we conduct a hu-
man evaluation (compared to other shared tasks
which produce official rankings based on auto-
matic metrics). But even compared to shared tasks
that do offer human evaluation (such as the Gen-
eral task this year), we believe that our evalu-
ation is strong, since we have three to four (at
least three) independent judgements for each sys-
tem output across the entire test set.

9.3 Limitations of shared task setup

We note several limitations of the specific experi-
mental setup in this year’s shared task.

Generalization As explained in §4 all signers
that appear in the development and test sets are
known, in the sense of also being present in the
training data. It is therefore important to empha-
size that our shared task evaluates the performance
of systems on familiar signers, and does not test
generalization to unseen individuals.

Recording conditions Since our training data is
derived from news broadcasts, the recording con-
ditions and video quality are favourable. For ex-
ample, the signer is always recorded against a
monochrome and static background. The record-
ing angle is very consistent, as cameras are
mounted on a fixed rig. Signers always directly
face the camera. The recording conditions there-
fore resemble laboratory conditions.

This means that our shared task does not eval-
uate “signing in the wild” (examples: mobile
recordings of varying quality, varying angles,
moving background including other people) and
it is likely that the outcome would be different in
that case.

Interpretation vs. translation Some of our
training material is interpreted live (§4). Interpre-
tation has constraints that are very different from
offline translation, most notably, interpreters are
under severe time pressure. This has consequences
for the resulting signed material, which may some-
times omit phrases to keep up with the narrative,

or interpreters would sign an utterance differently
if they could give it a second thought.

A general property of SL interpretation (and
hearing signers in general, as opposed to deaf sign-
ers) is that its linguistic structure tends to follow
the structure imposed by the spoken language be-
ing translated (Janzen, 2005). This means that sys-
tems trained on such material may resemble hear-
ing interpreters more than deaf translators.

9.4 Value created by this shared task
This shared task provides new insights and re-
sources that previously did not exist for SLT, and
that are valuable for the community.

We provided new training corpora and an offi-
cial development and test set. We open-sourced
a baseline system and code that is fully repro-
ducible. We design protocols for human evalu-
ation and adapt existing evaluation software ac-
cordingly. Lastly, the shared task resulted in the
first openly available set of human judgements of
automatic SL translations. Future work could use
these scores for metric development, for instance.

10 Conclusion and future directions

In this paper we present the first WMT Shared
Task on Sign Language Translation (WMT-
SLT22). We consider automatic sign language
translation, and sign language processing in gen-
eral, to be of wide public interest and to have a
high potential impact (§2).

Seven teams participated in this first edition of
the shared task. Overall, we observed low sys-
tem performance with an average human evalu-
ation score of about 4 out of 100 (for the best-
performing system), which is not usable in prac-
tice. The main reasons for this outcome are a lack
of usable training data, a modality gap (consider-
ing that most existing work in MT is based on text)
and a lack of basic NLP tools specifically for sign
languages.

Future of the shared task Future iterations of
the shared task could introduce more language
pairs and larger training data. Since this year
all submissions are signed-to-spoken systems, the
shared task could also focus more on sign lan-
guage generation going forward.

Furthermore, we will consider introducing ad-
ditional MT-related tasks such as a sign language
version of the metrics task. This perhaps requires
a better distribution of human evaluation scores,
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as our current set of scores very much focuses on
both ends of the score spectrum (we do not have
many mid-range scores).

Finally, future human evaluation experiments
for spoken-to-signed translation could be run dif-
ferently than explained in this paper. Namely,
for campaigns where a sign language is the target
language the evaluation could be reference-based
instead of source-based. The advantage of this
change would be that deaf evaluators can perform
this evaluation, instead of hearing interpreters for
whom in this case the target language is not their
first language.

11 Ethical statement

Within this shared task, two main ethical consid-
erations emerge: the potential impact of SL tech-
nology on target users and privacy considerations.

Research in sign language processing, if not ex-
ecuted carefully, may inadvertently cause harm to
end users, especially members of deaf communi-
ties. Hearing scientists should refrain from pre-
scribing what sort of language technology should
be accepted by deaf individuals and should avoid
claiming that their approach “solves” any particu-
lar problem. Ideally, research of this nature should
include deaf people, not only at evaluation time,
but in the entire development cycle.

Secondly, there is a concern for the privacy
of individuals depicted in SLP datasets. For the
specific use case of sign language data, proper
anonymisation is impossible since identifying de-
tails such as facial expressions are crucial for sign
language communication. We have obtained writ-
ten permission of all individuals shown in our
datasets. Storing and processing pose estimation
features instead of raw videos may be an alterna-
tive that provides anonymity (and has other gen-
eralization effects such as ignoring differences in
race, gender, clothing, background etc.). How-
ever, in our shared task and related literature
(Moryossef et al., 2021) video features outperform
pose features.
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A Appraise instructions to human evaluators

A.1 Sign-to-text direction

A.1.1 English
Below you see a document with 10 sentences in Swiss-German Sign Language (Deutschschweizer
Gebärdensprache (DSGS)) (left columns) and their corresponding candidate translations in German
(Deutsch) (right columns). Score each candidate sentence translation in the document context. You
may revisit already scored sentences and update their scores at any time by clicking on a source video.

Assess the translation quality on a continuous scale using the quality levels described as follows:

• 0: Nonsense/No meaning preserved: Nearly all information is lost between the translation and
source. Grammar is irrelevant.

• 2: Some Meaning Preserved: The translation preserves some of the meaning of the source but
misses significant parts. The narrative is hard to follow due to fundamental errors. Grammar may
be poor.

• 4: Most Meaning Preserved and Few Grammar Mistakes: The translation retains most of the mean-
ing of the source. It may have some grammar mistakes or minor contextual inconsistencies.

• 6: Perfect Meaning and Grammar: The meaning of the translation is completely consistent with the
source and the surrounding context. The grammar is also correct.

Please score the overall document translation quality (you can score the whole document only after
scoring all individual sentences first). Assess the translation quality on a continuous scale using the
quality levels described as follows:

• 0: Nonsense/No meaning preserved: Nearly all information is lost between the translation and
source. Grammar is irrelevant.

• 2: Some Meaning Preserved: The translation preserves some of the meaning of the source but
misses significant parts. The narrative is hard to follow due to fundamental errors. Grammar may
be poor.

• 4: Most Meaning Preserved and Few Grammar Mistakes: The translation retains most of the mean-
ing of the source. It may have some grammar mistakes or minor contextual inconsistencies.

• 6: Perfect Meaning and Grammar: The meaning of the translation is completely consistent with the
source and the surrounding context. The grammar is also correct.

A.1.2 German
Unten sehen Sie ein Dokument mit 10 Sätzen in Deutschschweizer Gebärdensprache (DSGS) (linke
Spalten) und die entsprechenden möglichen Übersetzungen auf Deutsch (rechte Spalten). Bewerten Sie
jede mögliche Übersetzung des Satzes im Kontext des Dokuments. Sie können bereits bewertete Sätze
jederzeit durch Anklicken eines Eingabevideos erneut aufrufen und die Bewertung aktualisieren.

Bewerten Sie die Übersetzungsqualität auf einer kontinuierlichen Skala mit Hilfe der nachfolgend
beschriebenen Qualitätsstufen:

• 0: Unsinn/Bedeutung nicht erhalten: Fast alle Informationen zwischen Übersetzung und Eingabev-
ideo sind verloren gegangen. Die Grammatik ist irrelevant.

• 2: Ein Teil der Bedeutung ist erhalten: Die Übersetzung behält einen Teil der Bedeutung der Quelle
bei, lässt aber wichtige Teile aus. Die Erzählung ist aufgrund von grundlegenden Fehlern schwer zu
verstehen. Die Grammatik kann mangelhaft sein.
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• 4: Der grösste Teil der Bedeutung ist erhalten und es gibt nur wenige Grammatikfehler: Die Über-
setzung behält den grössten Teil der Bedeutung der Quelle bei. Sie kann einige Grammatikfehler
oder kleinere kontextuelle Unstimmigkeiten aufweisen.

• 6: Perfekte Bedeutung und Grammatik: Die Bedeutung der Übersetzung stimmt vollständig mit der
Quelle und dem umgebenden Kontext (falls zutreffend) überein. Auch die Grammatik ist korrekt.

Bitte bewerten Sie die Übersetzungsqualität des gesamten Dokuments. (Sie können das Dokument erst
bewerten, nachdem Sie zuvor alle Sätze einzeln bewertet haben.) Bewerten Sie die Übersetzungsqualität
auf einer kontinuierlichen Skala mit Hilfe der nachfolgend beschriebenen Qualitätsstufen:

• 0: Unsinn/Bedeutung nicht erhalten: Fast alle Informationen zwischen Übersetzung und Eingabev-
ideo sind verloren gegangen. Die Grammatik ist irrelevant.

• 2: Ein Teil der Bedeutung ist erhalten: Die Übersetzung behält einen Teil der Bedeutung der Quelle
bei, lässt aber wichtige Teile aus. Die Erzählung ist aufgrund von grundlegenden Fehlern schwer zu
verstehen. Die Grammatik kann mangelhaft sein.

• 4: Der grösste Teil der Bedeutung ist erhalten und es gibt nur wenige Grammatikfehler: Die Über-
setzung behält den grössten Teil der Bedeutung der Quelle bei. Sie kann einige Grammatikfehler
oder kleinere kontextuelle Unstimmigkeiten aufweisen.

• 6: Perfekte Bedeutung und Grammatik: Die Bedeutung der Übersetzung stimmt vollständig mit der
Quelle und dem umgebenden Kontext (falls zutreffend) überein. Auch die Grammatik ist korrekt.

A.2 Text-to-sign direction
A.2.1 English
Below you see a document with 10 sentences in German (Deutsch) (left columns) and their corresponding
candidate translations in Swiss-German Sign Language (Deutschschweizer Gebärdensprache (DSGS))
(right columns). Score each candidate sentence translation in the document context. You may revisit
already scored sentences and update their scores at any time by clicking at a source text.

Assess the translation quality on a continuous scale using the quality levels described as follows:

• 0: Nonsense/No meaning preserved: Nearly all information is lost between the translation and
source. Naturalness of motion is irrelevant.

• 2: Some Meaning Preserved: The translation preserves some of the meaning of the source but
misses significant parts. The narrative is hard to follow due to fundamental errors. Naturalness of
motion may be poor.

• 4: Most Meaning Preserved and Acceptable Natural Motion: The translation retains most of the
meaning of the source. It may have some minor mistakes or contextual inconsistencies. Motion
may appear unnatural.

• 6: Perfect Meaning and Naturalness: The meaning of the translation is completely consistent with
the source and the surrounding context. Motion is natural.

Please score the overall document translation quality (you can score the whole document only after
scoring all individual sentences first). Assess the translation quality on a continuous scale using the
quality levels described as follows:

• 0: Nonsense/No meaning preserved: Nearly all information is lost between the translation and
source. Naturalness of motion is irrelevant.

• 2: Some Meaning Preserved: The translation preserves some of the meaning of the source but
misses significant parts. The narrative is hard to follow due to fundamental errors. Naturalness of
motion may be poor.
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• 4: Most Meaning Preserved and Acceptable Natural Motion: The translation retains most of the
meaning of the source. It may have some minor mistakes or contextual inconsistencies. Motion
may appear unnatural.

• 6: Perfect Meaning and Naturalness: The meaning of the translation is completely consistent with
the source. Motion is natural.

A.2.2 German
Unten sehen Sie ein Dokument mit 10 Sätzen auf Deutsch (linke Spalten) und die entsprechenden
möglichen Übersetzungen in Deutschschweizer Gebärdensprache (DSGS) (rechte Spalten). Bewerten
Sie jede mögliche Übersetzung des Satzes im Kontext des Dokuments. Sie können bereits bewertete
Sätze jederzeit durch Anklicken eines Quelltextes erneut aufrufen und die Bewertung aktualisieren.

Bewerten Sie die Übersetzungsqualität auf einer kontinuierlichen Skala mit Hilfe der nachfolgend
beschriebenen Qualitätsstufen:

• 0: Unsinn/Bedeutung nicht erhalten: Fast alle Informationen zwischen Übersetzung und Ausgang-
stext sind verloren gegangen. Es ist irrelevant, ob die Bewegungen natürlich sind.

• 2: Ein Teil der Bedeutung ist erhalten: Die Übersetzung behält einen Teil der Bedeutung der Quelle
bei, lässt aber wichtige Teile aus. Die Erzählung ist aufgrund von grundlegenden Fehlern schwer zu
verstehen. Bewegungen können mangelhaft sein.

• 4: Der grösste Teil der Bedeutung ist erhalten und die Bewegungen sind akzeptabel: Die Überset-
zung behält den grössten Teil der Bedeutung der Quelle bei. Sie kann kleine Fehler oder kleinere
kontextuelle Unstimmigkeiten aufweisen. Bewegungen sehen teilweise nicht natürlich aus.

• 6: Perfekte Bedeutung und Natürlichkeit: Die Bedeutung der Übersetzung stimmt vollständig mit
der Quelle und dem umgebenden Kontext (falls zutreffend) überein. Bewegungen wirken natürlich.

Bitte bewerten Sie die Übersetzungsqualität des gesamten Dokuments. (Sie können das Dokument erst
bewerten, nachdem Sie zuvor alle Sätze einzeln bewertet haben.) Bewerten Sie die Übersetzungsqualität
auf einer kontinuierlichen Skala mit Hilfe der nachfolgend beschriebenen Qualitätsstufen:

• 0: Unsinn/Bedeutung nicht erhalten: Fast alle Informationen zwischen Übersetzung und Ausgang-
stext sind verloren gegangen. Es ist irrelevant, ob die Bewegungen natürlich sind.

• 2: Ein Teil der Bedeutung ist erhalten: Die Übersetzung behält einen Teil der Bedeutung der Quelle
bei, lässt aber wichtige Teile aus. Die Erzählung ist aufgrund von grundlegenden Fehlern schwer zu
verstehen. Bewegungen können mangelhaft sein.

• 4: Der grösste Teil der Bedeutung ist erhalten und die Bewegungen sind akzeptabel: Die Überset-
zung behält den grössten Teil der Bedeutung der Quelle bei. Sie kann kleine Fehler oder kleinere
kontextuelle Unstimmigkeiten aufweisen. Bewegungen sehen teilweise nicht natürlich aus.

• 6: Perfekte Bedeutung und Natürlichkeit: Die Bedeutung der Übersetzung stimmt vollständig mit
der Quelle und dem umgebenden Kontext (falls zutreffend) überein. Bewegungen wirken natürlich.
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Figure 6: Correlation between the metrics used in the automatic evaluation. Automatic evaluation scores projected
into the 2D spaces for BLEU–chrF (black crosses, r = 0.447), BLEU–BLEURT (red stars, r = 0.703) and chrF–
BLEURT (green dots, r = 0.443).

B Correlation between automatic metrics

Metrics do not correlate well with each other, especially if chrF is compared to a second metric. Figure 6
plots the projection for the scores on the full test set by metric pair for the 23 submissions and the
baseline. The Pearson correlation shows that metrics are far from a linear relation: BLEU–chrF has r =
0.447, BLEU–BLEURT r = 0.703 and chrF–BLEURT r = 0.443. Spearman correlation, accounting
only for monotonicity, is lower in the three cases specially for chrF–BLEURT (ρ = 0.259), with ρ =
0.421 for BLEU–chrF and ρ = 0.633 for BLEU–BLEURT.

C Feedback from evaluators

Table 8 lists detailed by evaluators regarding the human evaluation procedure and the Appraise system.
Two out of four evaluators submitted a response.
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Answer 1 Answer 2

What is your experience in assessing machine translation outputs?

None: this was my first time Low: I have done it once or a long time
ago

Please specify how much you agree or disagree with the following statements.

Generally, my experience with the tool
was positive

Agree Strongly agree

Instructions were clear Agree Strongly agree

Quality levels 0-6 were helpful to me Agree Strongly Agree

Source videos/texts were understand-
able

Neutral Strongly Agree

There was too much repetitiveness Disagree Agree

Documents were too long Disagree Strongly Disagree

Segments were too short Neutral Disagree

In some cases, the context was insuffi-
cient

Strongly Agree Disagree

I experienced technical issues Agree Agree

I would be willing to do similar work in
future

Strongly agree Agree

Please provide more details related to the statements above that you think can be useful to us.
What was most troublesome? What could we improve?

it would be very helpful, if the video
started automatically when moving to
the next segment. (some did, but many
more did not) It would save a click.
Also, the submit button could be on the
left side under the 0 score (at the mo-
ment, as most translation are not yet
good quality)

-

What were the main or most common issues with the automatic translations?

This question is not clear to me. You
mean on a technical level or something
else? meaning was garbage, some did
not know the German Umlaute äüö

-

This evaluation campaign featured the Direct Assessment with Scalar Quality Metrics method.
What do you think about this method? On a scale between -3 (negative) and 3 (positive) it was...

difficult/easy 2 2

stressful/relaxed 2 -2

laborious/effortless 1 2

slow/fast 0 0

inefficient/efficient 2 2

boring/exciting -2 3

complicated/simple 2 2

annoying/enjoyable 0 1

limiting/creative -2 0

impractical/practical 2 0

Table 8: Feedback from evaluators about the human evaluation setup and the Appraise platform.
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D Human evaluation score distribution

To complement our analysis we show the distribution of scores for each system in Figure 7. The set of
scores (excluding zero scores, which are not shown in the figure) resembles a bimodal distribution, with
most of the scores residing at both ends of the spectrum. MSMUNICH is the system with the most scores
in the highest-quality bucket.
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Figure 7: Distribution of human evaluation scores for all submitted systems discretized in seven bins, excluding
scores of bin 0 (lowest quality).
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