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Abstract

Addressing the correct gender in generative
tasks (e.g., Machine Translation) has been an
overlooked issue in the Arabic NLP. However,
the recent introduction of the Arabic Parallel
Gender Corpus (APGC) dataset has established
new baselines for the Arabic Gender Rewrit-
ing task. To address the Gender Rewriting
task, we first pre-train our new Seq2Seq Ara-
bicT5 model on a 17GB of Arabic Corpora.
Then, we continue pre-training our ArabicT5
model on the APGC dataset using a newly pro-
posed method. Our evaluation shows that our
ArabicT5 model, when trained on the APGC
dataset, achieved competitive results against
existing state-of-the-art methods. In addition,
our ArabicT5 model shows better results on the
APGC dataset compared to other Arabic and
multilingual TS models.

1 Introduction

In many generative downstream tasks in Arabic
NLP, such as Machine Translation and chatbot ap-
plications, addressing the correct gender is crucial
to increase the quality of the generated text to reach
human-level performance. This also leads to hav-
ing a generated text that is less biased and discrim-
inating against specific gender. Moreover, when
used in Translation and chatbot applications, gen-
erative models such as T5 (Raffel et al., 2019), and
BART (Lewis et al., 2020) may adopt a gender
bias, which they learn from the pre-training cor-
pora. Thus, the Gender Rewriting downstream task
has recently received more attention in Arabic NLP.
This attention can be seen with the introduction of
the Arabic Parallel Gender Corpus (APGC) dataset
(Alhafni et al., 2022a).

Current state-of-the-art methods to address the
Gender Rewriting task uses a multi-stage model
consisting of rule-based, morphological analyzer,
and encoder-decoder GRU model (Alhafni et al.,
2022b). However, one issue with using a multi-
stage model is that it increases the complexity
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of the model. This motivates us to seek a more
simple alternative approach. In this work, we hy-
pothesize that generative models such as T5 and
BART could address the gender rewriting prob-
lem when trained on the APGC dataset. Thus, in
this work, we introduce a novel method to address
the Gender-Rewriting task through our ArabicT5
model, a model that we pre-trained on a collection
of Arabic corpora.

Thus, our contributions in this work can be sum-
marized in the following points:

* We introduce ArabicT5: a new Arabic T5
model pre-trained on a 17GB of Arabic cor-
pora, including Arabic Wikipedia and Arabic
News articles. This model has many appli-
cations beyond the scope of this work, such
as Question Answering, Text Classification,
Question Generation, Machine Translation,
and Text Summarization. We also released
our ArabicT5 model and our codes to the pub-
lic community. !

* We introduce a new approach in the Arabic
NLP that uses Seq2Seq models to address the
Gender-Rewriting task.

* We evaluate and compare our approach with
our ArabicT5 against AraT5 (Nagoudi et al.,
2022) , mT5 model: the multilingual vari-
ant of TS (Xue et al., 2021), and the multi-
step gender rewriting model by Alhafni et al.
(2022b). We also show through our analysis
how design factors such as the pre-training
corpora affect the evaluation performance.

'Our ArabicT5 models can be accessed at
https://huggingface.co/sultan/ArabicT5-Base,
https://huggingface.co/sultan/ArabicT5-Large,
https://huggingface.co/sultan/ArabicT5-xLarge
and our GitHub page https://github.com/salrowili/
ArabicTh.
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Figure 1: Example of the Gender-Rewriting task where we address different targeted genders. [FF: Female-to-
Female, FM: Female-to-Male, MF: Male-to-Female, MM: Male-to-Male] .

2 Background

In this section, we will first explain the APGC
dataset. Then, we will have an overview of the cur-
rent state-of-the-art model; the multi-step gender
rewriting model (Alhafni et al., 2022b). Then we
will explain the T5, mT5 (Xue et al., 2021), and
AraT5 models (Nagoudi et al., 2022).

2.1 Arabic Parallel Gender Corpus

Arabic Parallel Gender Corpus (APGC) (Alhafni
etal., 2022a) is a new dataset introduced recently to
address gender bias in natural language processing
(NLP) applications. This dataset aims to address
gender identification and rewriting sentence where
the context involves one or two users (I and/or you).
In Figure 1, we illustrate the structure of the APGC
dataset.

2.2 The Multi-step Model Approach

The Multi-step Model (Alhafni et al., 2022b) repre-
sents the state-of-the-art model to address the Ara-
bic Gender-Rewriting task. The Multi-step Model
consists of multiple-stages including: (1) Gender
Identification (GID), (2) Corpus-based Rewriter
(CorpusR) (3) Morphological Rewriter (MorphR),
and (4) NeuralR. The Gender Identification com-
ponent aims to classify the word-level gender la-
bel for each word in the sentence using Arabic
Transformer-Based models. The Corpus-based
Rewriter (CorpusR) uses a bigram maximum likeli-
hood estimator that uses the context to re-write
desired word-level target gender. On the other
hand, Morphological Rewriter (MorphR) compo-
nent uses the morphological generator included
in the CAMeL Tools. The last component in this

Multi-step Model is the Neural Rewriter (NeuralR),
a character-level attention-based encoder-decoder
model. For both the encoder and decoder, it uses a
GRU model (Chung et al., 2014).

23 TS5

There are two common approaches where language
models address downstream tasks. The first ap-
proach is the extractive approach, where we fine-
tune the language model to extract specific spans
(e.g., Question Answering) or predict a class in
the Text Classification problem. Language Models
that follow the extractive approach are models such
as BERT (Devlin et al., 2019), ELECTRA (Clark
et al., 2020), and ALBERT (Lan et al., 2019). On
the other hand, generative models such as BART
(Lewis et al., 2020), T5 (Raffel et al., 2019), and
XLENT (Yang et al., 2019) are built to generate
the target text to address the downstream task. For
example, in TS5, the Text-to-Text Transfer Trans-
former model, instead of extracting the spans that
define the answer boundary, it generates the answer
from the model parameters.

24 mTS

The mT5 model (Xue et al., 2021) is a multilingual
variant of T5, which was pre-trained on the new
Common Crawl-based dataset that consists of 6.3T
tokens covering 101 languages. The mT5 model
also uses a large vocabulary file that consists of
250K tokens.

2.5 AraTs

AraT5 (Nagoudi et al., 2022) is a newly introduced
Arabic Language Model that pre-trains T5 on a col-
lection of Arabic Corpora. AraT5 was pre-trained
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Source Sentence

Task

Target Sentence

¢ s caul b
| am really sorry, my father.

Female-to-Female

ol ¢ s dai b
| am really sorry, my mother.

{

Input

[‘Sentence: | am really sorry, my father Target Gender: FF </s>'

Target

[‘Sentence: | am really sorry, my mother </s>'

Figure 2: Example of our proposed method to address the Gender-Rewriting task. Both "Sentence" and "Target
Gender" are used as tags and they are part of the input and target sentences.

for 80 days on the TPUv3-8 unit with a maximum
sequence length of 128. AraT5 shows promising
results on downstream tasks against Multi-lingual
mT5 model. In our evaluation, we use three vari-
ants of AraT3, including:

* AraT5-MSAg,s: pre-trained on Modern
Standard Arabic (MSA) corpora (70GB)
which include a collection of Arabic News
articles and Arabic websites.

o AraT5-Twitterg,ge: pre-trained on Arabic
Twitter Dataset (178GB).

* AraTSg,e: pre-trained on 248GB of Arabic
Corpora including Modern Standard Arabic
(MSA) corpora (70GB) and dataset from Twit-
ter (178GB).

3 Method

In this section, we will first explain how we build
our new TS5 model. Next, we will explain our
method to address the Gender Rewriting task and
the details of our environmental and evaluation
setup.

3.1 Pre-training our ArabicT5 model

We build our ArabicT5 model by pre-training T5
model on a collection of Arabic Corpora including
Arabic Wikipedia, News Articles (El-Khair, 2016),
Hindawi Books % and Marefa encyclopedia 3. We
pre-train our ArabicT5 model using an efficient TS
implementation (Tay et al., 2021), which reduces
pre-training and fine-tuning costs by studying T5
design factors (e.g., hidden size layers, attention

2https ://www.hindawi.org/books
3https ://www.marefa.org/

heads, attention layers). We build our vocabulary
using the SentencePiece model (Kudo and Richard-
son, 2018) and choose our vocabulary size as 32K
tokens. In contrast to the AraT5 model, which only
introduces the base model, we introduce based,
large and xlarge models.

Our ArabicT5p,se model has 512 hidden size lay-
ers, eight attention heads, and 20 attention layers.
We pre-train our ArabicT5y,s for 256K steps with
a batch size of 256 (131,072 tokens) on TPUv3-
32 unit. On the other hand, our ArabicT5age
model uses 768 hidden size layers, 12 attention
heads, and 16 attention layers. Moreover, we
pre-train ArabicT5j,qe model which differ from
ArabicT35jyge that it has more attention layers
(36). We pre-train both our ArabicT5y,e and
ArabicTSyjae for 512K steps with a batch size
of 512 (262,144 tokens) on TPUv3-128. For all
models, we maintain all other settings set by (Tay
et al., 2021) (e.g., learning rate, warm-up steps).
We use the official TensorFlow implementation of
TS5 to pre-train our base and large models.

3.2 Preparing The Dataset

T5 models use a unified Text-to-Text framework
that addresses all downstream tasks in Text-to-Text
format as an input text and target text. For exam-
ple, to address Text Classification problems such as
Sentiment Analysis, we will add the sentence as the
input text and the class (positive/negative) as the tar-
get text. To address the Gender Rewriting problem,
we add the original sentence and targeted Gender
(e.g., FE, FM, MF, MM) in the input text. Then
we will add the output sentence which addresses
the targeted gender in the target text. We will also
add the flag </s> to mark the end of the sequence
in both the input and target text. We illustrate our
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Model P R F0.5 B

The Multi-Step Gender Rewriting Model (Alhafni et al., 2022b) 88.8 86.8 88.3 98.1
mT5g,e 71.6 820 734 975
AraT5p e 72.8 83.6 747 97.7
AraT5-MSAgse 72.6 838 74.6 97.7
AraT5-Twittergage 722 821 74.0 97.6
ArabicT5g,se (ours) 72.1 855 744 97.7
ArabicT5y arge (ours) 7277 862 744 98.0
ArabicT5xy arge (OUrS) 73.0 87.1 754 98.0

Table 1: Evaluation Result of mT5, AraT5, ArabicT5 on the DEV set of APGC v2.1. [ P: Precision, R: Recall, B:
BLEU score] . We use reported results for the Multi-Step Gender Rewriting Model and generate the result for all

other models.

method in Figure 2.

3.3 Experimental Setup

We fine-tune our ArabicT5, mT5, and AraT5 using
the PyTorch XLA library https://github.com/
pytorch/xla, which allows us to use Torch code
on the TPUv3-8 unit. We fine-tune all models
for 70 epochs with a learning rate of le-4. For
evaluation, we follow a similar approach to (Al-
hafni et al., 2022b) by using the BLEU (Bilin-
gual Evaluation Understudy) and MaxMatch (M2)
scorer (Dahlmeier and Ng, 2012)*. We also adapt
the same normalization script adapted by Gender
Rewriting Shared Task .

4 Results and Discussion

In Table 1, we show the evaluation of both AraT$5,
mT5, and our ArabicT5 model with different scales
(base, large, xlarge). In addition, we show the eval-
uation score of the current state-of-the-art model:
The Multi-step Model by Alhafni et al. (2022b).
We explain The Multi-step Model in detail in Sec-
tion 2.2. This evaluation in Table 1 aims to com-
pare the performance between single-stage seq2seq
T5-based models against the current multi-stages
state-of-the-art model.

We can observe from the results that there is a
significant gap in performance between the Multi-
Step Model and other Seq2Seq T5-based models.
This gap is caused by the fact that these Seq2Seq
models use a single-stage sentence-level approach.

“ Alhafni et al. (2022b) states that "The M2 scorer com-
putes the precision (P), recall (R), and F0.5 by maximally
matching phrase-level edits made by a system to gold-standard
edits"

>The normalization script can be accessed
through this link https://github.com/CAMeL-Lab/
gender-rewriting-shared-task/blob/master/utils/
normalize.py

However, observe the close gap in blue score be-
tween all models in Table 1, which may caused
by the fact that in the Arabic language, we only
change a few letters in the sentence to address the
right gender. In addition, we can attribute the signif-
icant gap in both Precision and F 5 scores between
The Multi-Step Model and other Seq2Seq models
to the multi-stage components used by Alhafni et al.
(2022b). It also worth noting that our largest Ara-
bicT5 models achieve the best recall score among
all models showing the potential of seq2seq mod-
els.

On the other hand, the evaluation comparison
between TS5-based models, including mT5, AraT?5,
and our ArabicT5, shows how pre-training corpora
significantly affect the performance in the Gender-
Rewriting task. Our ArabicT5, pre-trained on mod-
ern classical Arabic corpora (Arabic Encyclope-
dias and Arabic news articles), shows superiority
against other models that use Arabic website col-
lection and Twitter Datasets.

We use our Dbest-performing model
ArabicTS5yarge to submit our prediction for
the blind test dataset of Gender Rewriting task
(Alhafni et al., 2022c¢) at the Seventh Arabic
Natural Language Processing Workshop (WANLP
2022).

5 Conclusion

In this paper, we introduced a new Arabic TS5 model
pre-trained on 17GB of Arabic corpora. Also, we
illustrate how our ArabicT5 model shows a com-
petitive evaluation performance against the current
state-of-the-art model and other Seq2Seq T5 mod-
els. For future work, we plan to add further stages
to our ArabicT5 model to improve the evaluation
performance on the Gender-Rewriting task.
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