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Abstract

In this paper, we present two deep learning
approaches that are based on AraBERT, sub-
mitted to the Nuanced Arabic Dialect Identifi-
cation (NADI) shared task of the Seventh Work-
shop for Arabic Natural Language Processing
(WANLP 2022). NADI consists of two main
sub-tasks, mainly country-level dialect and sen-
timent identification for dialectical Arabic. We
present one system per sub-task. The first sys-
tem is a multi-task learning model that consists
of a shared AraBERT encoder with three task-
specific classification layers. This model is
trained to jointly learn the country-level dialect
of the tweet as well as the region-level and area-
level dialects. The second system is a distilled
model of an ensemble of models trained using
K-fold cross-validation. Each model in the en-
semble consists of an AraBERT model and a
classifier, fine-tuned on (K-1) folds of the train-
ing set. Our team Pythoneers achieved rank 6
on the first test set of the first sub-task, rank 9
on the second test set of the first sub-task, and
rank 4 on the test set of the second sub-task.

1 Introduction

Arabic is the official language of 22 countries, rec-
ognized as the 4th most used language on the Inter-
net (Guellil et al., 2021). Arabic can be classified
into three types (Guellil et al., 2021), mainly Classi-
cal Arabic (CA), Modern Standard Arabic (MSA),
and Arabic Dialects (AD). Unlike both CA and
MSA, Arabic Dialects lack a standardized repre-
sentation and data that cover their complex taxon-
omy. Several initiatives were made to advance the
research in this field. One of the most prominent
work has been carried out through the Nuanced
Arabic Dialect Identification (NADI) shared tasks.
The first two NADI shared tasks (Abdul-Mageed
et al., 2020, 2021b) comprised country-level and
province-level dialect identification.

Many participants presented their systems to the
NADI shared tasks. Most of the systems submitted
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rely on the Bidirectional Encoder Representation
from Transformers (BERT) (Devlin et al., 2019)
models. For instance, Mansour et al. (2020) pre-
trained a multilingual BERT model on unlabeled
Arabic tweets, then fine-tuned the model for the di-
alect classification task. Furthermore, Tahssin et al.
(2020) fine-tuned the transformer-based Model for
Arabic Language Understanding AraBERT (An-
toun et al.) on an extended corpus constructed us-
ing a reverse translation of the given Arabic NADI
dataset. Gaanoun and Benelallam (2020) employed
Arabic-BERT (Safaya et al., 2020) alongside semi-
supervised learning and ensembling methods in
their system. El Mekki et al. (2020) introduced an
ensemble that applies a weighted voting technique
on two classifiers, the first based on TF-IDF with
word and character n-grams and the second based
on AraBERT. El Mekki et al. (2021) proposed a
multi-task model that leverages MARBERT’s con-
textualized word embedding (Abdul-Mageed et al.,
2021a) with two task-specific attention layers, ag-
gregated to predict both the province and the coun-
try of a given Arabic tweet.

The NADI 2022 shared task (Abdul-Mageed
et al., 2022) provides two sub-tasks, mainly
country-level dialect identification and sentiment
analysis. Inspired by the previous submissions, we
fine-tune AraBERT for each sub-task. The sys-
tem for the first sub-task is a multi-task model that
performs dialect identification by predicting the re-
gion, area, and country of the tweet. The system
for the second sub-task is a distilled model from
an ensemble of K models that were trained using
K-fold cross-validation for sentiment classification.

This paper is structured as follows: Section 2 de-
scribes the data used. Section 3 gives an overview
of fine-tuning BERT models. Section 4 presents the
systems submitted to Subtasks 1 and 2 respectively.
We show the results on the NADI Subtasks 1 and 2
and discuss them in Sections 5 and 6. We conclude
with Section 7.
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2 Data

2.1 Dataset Description

The systems were developed using the training and
validation data provided by the task organizers.
The training set for Subtask 1 consists of around
20,398 tweets with 18 different labels representing
18 country dialects, while the development set con-
sists of 4,871 labeled tweets. The system submitted
to this sub-task is evaluated on two test sets; the
first test set (TEST-A) consists of 4,758 tweets cov-
ering 18 country-level dialects, whereas the second
test set (TEST-B) consists of 1,474 tweets covering
k country-level dialects.

The training set for Subtask 2 consists of 1,500
tweets labeled as either positive, negative, or neu-
tral, while the development/validation set consists
of 500 labeled tweets. The system submitted to
this sub-task is evaluated on a test set of 3,000
unlabelled tweets.

Figure 1 shows that the distribution of the
tweets for the country-level classification sub-task
is highly unbalanced. This would raise some issues
in correctly predicting the minority classes (i.e., the
dialects that have a small sample of tweets in the
training set). Moreover, Figure 1 shows that the
number of samples in the training set provided for
the second sub-task is quite small. This raises the
need to have a language model that can perform the
task given the small training set. This motivates the
use of transfer learning and pre-trained language
models for this sub-task.
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Label distribution in the training and validation sets of Subtask 1 and Subtask 2 respectively.

2.2 Dataset Pre-processing

We apply the same pre-processing techniques for
both Subtask 1 and 2. We first standardize the text
by removing non-Arabic words, emojis, and URLs
from the tweets. Then, we proceed by tokenizing
the tweets using the AraBERT tokenizer.

2.3 Region and Area Inference

For the first sub-task, we infer two additional labels
from the country-level label provided. We pro-
pose to classify the tweets into two regions (either
Western or Eastern) and into four areas (Western,
Egyptian, Levantine, or Peninsular gulf), as shown
in Figure 2.

Western Dialect Eastern Dialect
‘Western Dialect Egyptian | Levantine Peninsular Gulf
Lebanon Iraq Bahrain
Morocco Algeria Egypt
Palestine Kuwait Yemen
Syria Oman Qatar
Tunisia Libya Sudan
Jordan KSA UAE

Figure 2: Two additional labels were inferred from the
country-level label for Subtask 1.

For instance, Morocco, Algeria, Tunisia, and
Libya will belong to the Western region and to the
Western area, while Egypt and Sudan will belong
to the Eastern region and to the Egyptian area. We
chose to add these additional labels to the task to
encode some domain knowledge in the pre-trained
language model.
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Figure 3: Systems used for the NADI subtasks.

3 Fine-tuning BERT

As mentioned in the previous sections, the two sub-
tasks fall under the category of text classification.
An intuitive solution would be to fine-tune a pre-
trained language model on each sub-task by adding
an output layer to the encoder and training the pa-
rameters of the network to predict the classes for
the subtask.

Fine-tuning is a form of Transfer Learning, as
it tailors the knowledge encoded in the model to
the downstream task. Therefore, it is crucial to
find an appropriate model to fine-tune. After in-
vestigating multiple BERT variants, we choose to
use an Arabic pre-trained language model called
AraBERT (Antoun et al.). AraBERT is trained
on a huge corpus of Arabic text from a collection
of publicly available large-scale raw Arabic text.
The specific model employed in both subtasks is
the bert-large-arabertvO2-twitter. It is based on
AraBERTv0.2-large, and it is pre-trained using the
Masked Language Modeling task on 60M Multi-
Dialect Tweets.

However, fine-tuning a BERT variant might not
be sufficient to reach the desired performance on
the sub-tasks. Therefore, our contribution lies in
employing multi-task learning for the first sub-task,
and knowledge distillation from an ensemble of
models for the second sub-task. All models have
been trained on NVIDIA Tesla Volta V100.

4 Proposed Solutions

4.1 Subtask 1 - Multi-Task Learning

As mentioned in the previous section, a simple
solution would be to fine-tune AraBERT to pre-
dict one dialect out of the 18 predefined dialects.
We propose to encode more domain knowledge in
AraBERT by training the model to predict the re-
gion and area of the tweet (as described in Figure 2).
Learning these two labels jointly with the country-
level dialect will help BERT acquire more knowl-
edge for the country-level dialect identification task.
To learn the region, area, and country-level dialect
classes, we use multi-task learning. The Multi-
Task model consists of a single shared AraBERT
encoder. The pre-trained AraBERT model is fine-
tuned using three task-specific classification heads
(i.e., layers). Each classification head consists of
a dropout layer of probability 0.1 followed by a
linear layer that maps the CLS token embeddings
of the AraBERT encoder to the number of pre-
dicted classes (2 classes for region, 4 for area, and
18 for country). We use the cross-entropy loss to
compute the loss on the outcome of every classi-
fier head. There are multiple strategies to combine
the three losses. Since the losses assess different
measures, we chose to fine-tune one loss at a time
per batch. As seen in Figure 1, the dataset suf-
fers from class imbalance. Therefore, we propose
to randomly sample (with replacement) 500 sen-
tences per country-level dialect. In other terms,
the training set used for this model consists of 500

487



596

115

Western
o
=

785

o
-

110

Levantine Egyptian Western

Eastern

Gulf
=
IS
N

105

Eastern

Western

Western Egyptian Levantine Gulf

113 300

neg

136 112
=
[T
f=
231 241
3
155 1608 a

Figure 4: Confusion matrices for Region and Area of Subtask 1, and Sentiment of Subtask 2 on the dev set.

tweets for every label. This will guarantee that all
classes participate in the training process equally.
The model is trained using the Adam optimizer
(Kingma and Ba, 2015), with a learning rate of
10~°. After conducting multiple experiments, we
chose to set the batch size to 64 and the number
of epochs to 5. In this study, we report the results
of the system that achieved the best score on the
leaderboard.

4.2 Subtask 2 - Distilled Ensemble of K
models

The proposed system relies on the same AraBERT
model employed before. We propose to build an
ensemble of K AraBERT models. To do so, we
split the training set into K folds and we fine-tune
an AraBERT model for each combination of (K-1)
folds. Then, the output of this ensemble of K mod-
els (i.e., logits) is constructed by computing the
average of the logits from all the K models. Using
an ensemble is more robust and prevents overfitting
since each model from that ensemble is exposed to
a different subset of the training set. Furthermore,
ensembles are known to usually achieve better per-
formance compared to a single model. Afterward,
we distill the knowledge from the ensemble teacher
model to a single AraBERT student model by opti-
mizing the following loss:

Loss = (1 — o) x CE(score, target)
+a x MSE(student_logits, teacher_logits)

CE stands for cross-entropy loss, while MSE stands
for mean squared error loss. We set o to 0.95 and
K to 10. The model is trained with a learning rate
of 5 x 1076 and a batch size of 32 for 6 epochs. It
should be noted that the hyperparameters reported
are the ones that resulted in the best performance
on the validation set.

5 Results

We evaluate our systems on the validation set pro-
vided by the organizers. Table 1 presents the
Macro-Averaged Precision, Recall, and F1 Score
computed over the development sets and reported
on the test set by the organizers for each sub-task.
The first sub-task was evaluated on two test sets
TEST-A and TEST-B: TEST-A covers 18 country-
level dialects, while TEST-B covers k country-level
dialects, where k was kept unknown. The second
sub-task was evaluated by computing the metrics
over the positive and negative labels only, on one
test set of 3000 tweets. The official metric used is
the Macro-Averaged F1-score. We report the confu-
sion matrices of both systems on the development
sets in Figures 4 and 5.

Table 1: Results of the systems on Subtasks 1 and 2.

Sub Macro Macro Macro
-task Eval Set  Label Precision Recall F1 Score
Region 77.53 72.81 74.64
DEV Area 61.80 60.17 60.65
1 Country 28.50 28.01 27.57
TEST-A  Country 36.77 31.77 32.63
TEST-B  Country 19.51 15.90 15.61
Sentiment
) DEV (Pos, Neg) 68.06 67.84 67.93
Sentiment
TEST (Pos, Neg) 66.08 65.87 73.40

6 Discussion

As we can notice, the simple task of predicting
whether the dialect is Western or Eastern is chal-
lenging by itself. This clearly confirms that the
task of dialect identification is not an easy task.
Furthermore, we notice that the model has trouble
distinguishing between the Levantine dialect and
the Peninsular Gulf dialect. This is expected as
these dialects are the most similar among all four
families (area).
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Figure 5: Confusion matrix for the country-level labels of Subtask 1.

Moreover, we notice that the confusion between
dialects within the same area is higher compared
to dialects from different areas (highlighted in Fig-
ure 5 by the clusters of values in red and green).
This is expected as the training process injected
knowledge that helps the model distinguish be-
tween the dialect classes (i.e., regions and areas).
Therefore, a more fine-grained region-level and
area-level classification should result in an improve-
ment to the country-level dialect identification task.

We can also note the discrepancy in the perfor-
mance of the model between TEST-A and TEST-
B. In fact, TEST-A tests the model’s performance
on all the dialects, while TEST-B tests the perfor-
mance on a subset of k dialects. TEST-B does not
reflect the model’s performance on all dialects, as
the model might be tested on country-level dialects
that are more difficult to predict.

As for Subtask 2, we can see that the Macro-
Averaged F1 Score reported on the test set is higher
than the score reported on the development set.
This implies that distilling an ensemble of K mod-
els trained on different partitions of the training set
helped the model generalize well on unseen data.

7 Conclusion

In this paper, we introduced two AraBERT-based
systems to tackle dialect and sentiment classifica-
tion. We conclude by confirming that dealing with
Arabic dialect data is quite challenging. In future
work, we propose to vary the training approach for
every individual model in the ensemble, by chang-
ing the sequence length used, or even the training
batch size per model. We also propose to build an
ensemble of K multi-task models for Subtask 1.
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