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Abstract

In this paper, I present an approach using
one-vs-one classification scheme with TF-IDF
term weighting on character n-grams for iden-
tifying Arabic dialects used in social media.
The scheme was evaluated in the context of
the third Nuanced Arabic Dialect Identifica-
tion (NADI 2022) shared task for identifying
Arabic dialects used in Twitter messages. The
approach was implemented with logistic re-
gression loss and trained using stochastic gra-
dient decent (SGD) algorithm. This simple
method achieved a macro F1 score of 22.89%
and 10.83% on TEST A and TEST B, re-
spectively, in comparison to an approach based
on AraBERT pretrained transformer model
which achieved a macro F1 score of 30.01%
and 14.84%, respectively. My submission
based on AraBERT scored a macro F1 average
of 22.42% and was ranked 10 out of the 19
teams who participated in the task.

1 Introduction

Arabic is well known for its rich morphology
and complex system of inflectional forms (Habash
et al., 2005). While a word in English may have
few inflections, a word in Arabic contains many
more inflectional forms depending on tense, num-
ber, person, mood, gender and voice (Neme and
Laporte, 2013). Arabs mostly communicate in-
formally using a continuum of dialects that vary
from the east in the Arabian peninsula to the west
in the North African region. These dialects add
another layer of complexity since they differ at
the phonological, morphological, lexical and syn-
tactic levels (Abdul-Mageed et al., 2018). De-
spite dialects are predominantly used in spoken
form, heavy usage of the written form is becoming
very popular especially in social media platforms
(Mubarak and Darwish, 2014).

Most of past research on Arabic Natural Lan-
guage Processing (ANLP) have mainly focused on

Modern Standard Arabic (MSA), the formal lan-
guage of communication used in the Arab world.
However, recently, Arabic dialects have gained
more attention by researchers especially the Egyp-
tian dialect (Guellil et al., 2021). Research on Ara-
bic dialects involved improving parts-of-speech
tagging (Alharbi et al., 2018), named entity recog-
nition (Zirikly and Diab, 2015), parsing & gram-
mar (Albogamy et al., 2017) and machine trans-
lation (Harrat et al., 2019). One key finding is that
higher-level language tasks on Arabic dialects ben-
efit substantially from the application of low-level
pre-processing techniques that focus on better seg-
mentation and word morphology analysis (El Kah
and Zeroual, 2021; Duwairi and El-Orfali, 2014).

Arabic is considered a low-resource language
when compared to other languages (Sajjad et al.,
2020). This makes it challenging to utilize pre-
existing approaches based on supervised machine
learning (El Mekki et al., 2020). Recent works
have focused on the use of few-shot or zero-
shot learning techniques for Arabic dialects with
promising results (Khalifa et al., 2021b,a).

The subtask of identifying Arabic dialect at the
country-level was conducted as part of the third
Nuanced Arabic Dialect Identification shared task:
NADI 2022 (Abdul-Mageed et al., 2022). Similar
subtask was organized in prior years during NADI
2020 (Abdul-Mageed et al., 2020) and NADI
2021 (Abdul-Mageed et al., 2021) shared tasks.
Past attempts used a variety of approaches rang-
ing from classical machine learning, to ensemble-
based classification, and deep learning mutli-task
transformer-based neural networks. The best per-
forming methods reported for this subtask utilized
the transformer-based models trained with multi-
task prediction (Abdul-Mageed et al., 2021).

The current paper describes an approach based
on one-vs-one classifiers trained with TF-IDF term
weights on character n-grams for identifying Ara-
bic dialects. The motivation for this approach is
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the success of recent methods that exploit sub-
word units for learning as opposed to the individual
word tokens (Baniata et al., 2021; Alyafeai et al.,
2022). The subword units representation work bet-
ter in practice especially for Arabic and help re-
duce out-of-vocabulary (OOV) tokens; a common
problem in natural language processing tasks. The
proposed approach can be used as a baseline per-
formance on the task of Arabic dialect identifica-
tion.

2 Data

Shared task organizers have prepared and dis-
tributed two datasets with country-level labels for
the task participants that can be utilized for system
development as shown in Table 1. Each sample in

Country Label | TRAIN DEV
egypt 4283 1041
iraq 2729 664
ksa 2140 520
algeria 1809 430
oman 1501 355
syria 1287 278
libya 1286 314
tunisia 859 173
morocco 858 207
lebanon 644 157
uae 642 157
jordan 429 104
kuwait 429 105
yemen 429 105
palestine 428 104
bahrain 215 52
qatar 215 52
sudan 215 53
TOTAL 20398 4871

Table 1: Country-level label counts for the shared task
TRAIN and DEV datasets.

the datasets is a single tweet message containing
the original text with user mentions and website
links replaced with the ‘USER’ and ‘URL’ tokens,
respectively. In addition, two datasets TEST-A
(4,758 samples) and TEST-B (1,474 samples) were
distributed without labels and were used for final
evaluation of participating teams submissions.

3 System Description

3.1 Data Preprocessing
The text in the datasets was preprocessed as fol-

lows:

* Remove all non-Arabic printable ASCII char-
acters (hexdecimal codes 21 to 7E).

* Remove any Arabic diacritic marks (Unicode
ranges 0617-061A and 064B-0652).

* Normalize by replacing three or more
repetitions of the same letter with two
occurrences. For instance, the word
M, will be normalized to Il>, - in
which many repetitions of the letters | and
 were reduced to two occurrences only.

* Normalize by replacing variants of the letter
Alif || | with the letter |, the letter s with the
letter o, and the letter (¢ with letter .

3.2 Algorithms & Implementations

Two submissions were sent to the task organizers
for evaluation. First submission (henceforth will
be referred to as OVO-LR) used one-vs-one binary
classifiers implementing the Logistic Regression
(LR) loss function defined in the equation below
and trained with stochastic gradient descent (SGD)
algorithm.

> (—yilog(h) + 1—y;log(1—h)) (1)

i

Where h is the predicted probability of the true
class label obtained with the sigmoid function
(o(z) = ﬁ) and y; is the true binary label
Oorl).

A vocabulary consisting of character n-grams
where 2 < n < 5 (see table 2 for an example)
was generated from all the text in TRAIN, DEV
and TEST sets for the shared task. If the length
of a particular word in the input text is less than
2 or greater than 5 then it was appended to the
vocabulary. The Term Frequency-Inverted Doc-
ument Frequency (TF-IDF) weights were com-
puted for each word in the resulting vocabulary
where each sample (a single Twitter message)
in the dataset is considered a document. Each
sample in the input was represented as a vector
of TF-IDF weights using the one-hot enconding
scheme. Eventually a collection of input samples
in a dataset were presented for the classifier in a
sparse matrix format containing the “bag of char-
acter n-grams” as input features.

The one-vs-one LR classifiers were trained us-
ing SGD algorithm with the L2 regularization
penalty. Due to the skewed distribution of the
class labels in both TRAIN and DEV sets, the class
weights were set to be inversely proportional to la-
bel counts distribution found in the training data.

437



input text

o Al 3 4o I

character n-grams
i@ R
) QL Al Bl
o bl bl e b ) L
Ao g dl d
A Gl s Sl )
G & ad or

Table 2: Sample input text converted into character n-
gram representation (2 < n < 5).

This submission was implemented using the fol-
lowing python scikit-learn packages using the
default settings for other parameters:

* SGDClassifier(loss='log',
class_weights='balanced')

* OneVsOneClassifier()

* TfIdfVectorizer (analyzer='char',
ngram_range=(2, 5))

The second submission (AraBERT-NADI) used
pretrained AraBERT transformer model (bert-
base—arabertv02-twitter) which was trained
on 60 millions tweets containing various Arabic
dialects (Antoun et al., 2020). The model was
adapted for the dialect identification task by re-
training the prediction layer using the TRAIN set
only for 10 epochs (learning rate = 2 x 1075, adam
epsilon = 1 x 1078, training batch size = 16).

4 Results

Table 3 lists the results obtained for my official
submissions on the DEV, TEST A and TEST B
sets including the best scores for TEST A and
TEST B in the task. The official metric used
for ranking submissions in the task is the macro-
averaged F1 scores. The final official scores show
that AraBERT-NADT achieved better F1 score with
+7.12% higher than OVO-LR for TEST A. The
best overall F1 score for TEST A in the task is
+6.47% higher than AraBERT-NADI. In addition,
AraBERT-NADI scored +4.01% percentage points
higher than OVO-LR for TEST B. The best F1 score
obtained for TEST B is +4.11% percentage points
higher than AraBERT-NADI. The reason for the
sharp difference in performance between TEST A
and TEST B could be explained by the fact that
TEST B only contains a subset of the total 18
country labels in TEST A'. Another possible ex-
planation is possible mismatch of label distribution

"According to the task organizers, TEST-B covers k
country-level dialects, where k is unknown.

between the training data (TRAIN and DEV) and
TEST B. This will affect the performance of clas-
sification models which were trained to place sig-
nificant weight on feature terms for the majority
class labels and, therefore, become biased towards
making positive predictions for the majority class
label (Padurariu and Breaban, 2019). The dif-
ference in label distributions could justify the dras-
tic drop in performance obtained in TEST B set
in comparison to TEST A set (-12.06%, -15.17%
and -17.53% points drop in F1 scores for OVO-LR,
AraBERT-NADI and BEST*, respectively).

Table 4 lists the per-country label breakdown of
the scores obtained on the DEV set for the sub-
mitted models. Overall, the AraBERT-NADI model
performed better on most of country labels than
the OVO-LR classifier. Both models performed
worse on country labels with low distribution in
the training data especially for the GULF dialects:
Bahrain, Qatar and Yemen. An exception to this
is the Arabic dialect of Sudan in which both mod-
els performed in-par or better than other dialects
with much more training samples (e.g., Omani di-
alect). This maybe due to the fact that Sudanese
dialect contain unique phrases not shared by many
other Arabic dialects (see table 5). The 0VO-
LR scored better on Qatari and Kuwaiti dialects
than AraBERT-NADI classifier. This may be be-
cause OVO-LR model was trained to increase the
weight of low distribution class labels (i.e., assign
more weight to samples from lower represented
class labels). Both models obtained zero score on
Bahraini dialect which is spoken in the GULF re-
gion. After manually inspecting the samples of
Bahraini dialect in the TRAIN and DEYV sets, it is
clearly that there is a major difference in discourses
between the two sets. Most of the samples in the
TRAIN set include topics of sports genre and pre-
dominantly contain masculine pronouns. On the
other hand, most of samples in the DEV set include
topics of social genre with predominantly feminine
pronouns.

Table 5 shows the top n-gram features used by
0VO-LR model to classify each dialect. Many fea-
tures are shared across dialects especially bi-grams
such as ;%, 4s, % and 3. Notable discriminating
features are n-grams that indicate country names
such as i g for Tunisia, oL for Lebanon, (| ¢ for
Iraq, and &l for Morocco. Country names are not
good features for identifying dialects per se, which
indicate one of the limitations of bag of words ap-
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Submission Dataset | Acc. | Rec. | Prec. | Macro-F1
TEST A | 36.34 | 2297 | 23.18 22.89
OVO-LR TEST B | 20.69 | 11.18 | 15.03 10.83
DEV 35.04 | 22.99 | 22.29 21.89
TEST A | 46.85 | 29.75 | 34.57 30.01
AraBERT-NADI | TEST B | 30.12 | 16.80 | 21.32 14.84
DEV | 47.32 | 29.12 | 34.57 29.16
BEST* TEST A | 53.05 | 35.22 | 41.89 36.48
TEST B | 36.97 | 20.48 | 25.82 18.95

Table 3: Official task submissions results; BEST* are the top scores obtained in the task.

Country label AraBERT-NADI 0VO-LR
Prec. | Rec. F1 Prec. | Rec. F1

algeria 63.21 | 41.16 | 49.86 || 42.89 | 43.49 | 43.19
bahrain 0.00 | 0.00 | 0.00 0.00 | 0.00 | 0.00
egypt 62.41 | 89.15 | 73.42 || 60.30 | 66.09 | 63.06
iraq 61.55 | 56.17 | 58.74 || 47.84 | 46.69 | 47.26
jordan 3333 | 6.73 | 11.20 || 9.35 | 12.50 | 10.70
ksa 36.17 | 55.58 | 43.82 || 34.25 | 21.54 | 26.45
kuwait 20.59 | 6.67 | 10.07 || 10.16 | 18.10 | 13.01
lebanon 44.44 | 12.74 | 19.80 || 16.06 | 14.01 | 14.97
libya 47.26 | 43.95 | 45.54 || 39.66 | 29.94 | 34.12
morocco 46.25 | 17.96 | 25.87 || 19.01 | 11.17 | 14.07
oman 25.71 | 33.24 | 28.99 || 27.87 | 19.15 | 22.70
palestine 20.33 | 24.04 | 22.03 || 13.45 | 15.38 | 14.35
qatar 0.00 | 0.00 | 0.00 349 | 577 | 4.35
sudan 33.33 | 52.83 | 40.88 || 16.38 | 35.85 | 22.49
syria 24.51 | 22.66 | 23.55 || 19.77 | 12.59 | 15.38
tunisia 36.11 | 22.54 | 27.76 || 19.62 | 23.70 | 21.47
uae 27.06 | 29.30 | 28.13 || 16.10 | 33.12 | 21.67
yemen 40.00 | 9.52 | 1538 || 5.15 | 476 | 4.95

Table 4: Breakdown of scores obtained on the DEV set for each country label in the dataset.

proach used in OVO-LR and the nature of the data
used in the task.

5 Conclusion

In this paper, I presented my attempt to identify
country-level Arabic dialects used in Twitter mes-
sages. The approach based on simple one-vs-one
classifiers using logistic regression loss showed
good baseline performance on the testing sets for
the shared task in comparison to BERT-based
transformer model (AraBERT) that was pretrained
on 60 million Arabic tweets.
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