
Proceedings of the The Seventh Arabic Natural Language Processing Workshop (WANLP), pages 287 - 294
December 8, 2022 ©2022 Association for Computational Linguistics

 
 

Abstract 

Nowadays, the number of patent 
applications is constantly growing and 
there is an economical interest on 
developing accurate and fast models to 
automate their classification task. In this 
paper, we introduce the first public Arabic 
patent dataset called ArPatent and 
experiment with twelve classification 
approaches to develop a baseline for Arabic 
patents classification. To achieve the goal 
of finding the best baseline for classifying 
Arabic patents, different machine learning, 
pre-trained language models as well as 
ensemble approaches were conducted. 
From the obtained results, we can observe 
that the best performing model for 
classifying Arabic patents was ARBERT 
with F1 of 66.53%, while the ensemble 
approach of the best three performing 
language models, namely: ARBERT, 
CAMeL-MSA, and QARiB, achieved the 
second best F1 score, i.e., 64.52%. 

1 Introduction 

Over the past few years, there has been an 
increased focus on improving patent classification 
systems. This is due to the growing recognition of 
the importance of classification in improving the 
efficiency of patent examination and in providing 
better access to information for users of patent 
databases. 

Currently, patent examiners manually classify 
patents, which is a time-consuming process. If a 
method could be developed for automatically 
classifying patents, it would greatly reduce the 
amount of time needed to examine a patent 
application. This is an important area of research 

because it has the potential to significantly improve 
the efficiency of patent examination. 

Current research efforts in patent classification 
are focusing on improving the efficiency and 
accuracy of the classification process. One area of 
research is exploring the use of machine learning 
algorithms to automatically classify patents 
(Aristodemou & Tietze, 2018). Another area of 
research is looking at ways to improve the use of 
prior art information in the classification process 
(Harris et al., 2010). 

While classifying patent text is applied widely 
for some languages, such as, English. The Arabic 
version of the problem requires the availability of 
Arabic patent annotated corpus with considerable 
size as well as experimenting with different 
classification models. Therefore, the contributions 
of this paper include:  
1- Constructing the first Arabic Patent dataset 

(called ArPatent) labeled with the International 
Patent Classification (IPC).   

2- Evaluating twelve classification approaches in 
order to achieve a baseline for Arabic patents 
classification.   

The rest of the paper is organized as follows: 
sections 2 and 3 provide background and related 
work on patents and their classification; section 4 
presents the data collection and preprocessing 
process. Sections 5 and 6 discuss the used methods 
and the obtained results. Finally, section 7 
concludes the paper with limitation and research 
outlook. 

2 Background 

A patent is a form of intellectual property that gives 
its owner the legal right to exclude others from 
making, using, or selling an invention for a limited 
period of time. 
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A patent document typically includes a title, an 
abstract, a classification, a background section, a 
brief summary of the invention, a detailed 
description of the invention, one or more claims 
and drawings.

There are two schemes used for patent 
classification: (1) International Patent 
Classification (IPC) (International Patent 
Classification (IPC), n.d.) and (2) Cooperative 
Patent Classification (CPC) (Office, n.d.). 

IPC scheme is a hierarchical patent 
classification system used in over 100 countries to 
classify the content of patents in a uniform manner; 
hence it is usually used for Arabic patents 
classification. It was established by the World 
Intellectual Property Organization (WIPO) in 
1971. 

Each patent publication is given one 
classification Section (see Table 1) identifying the 
topic to which the invention relates 1 . Further 
classification sections and indexing codes may be 
given to provide further information about the 
contents.

3 Related Work

There are many studies in the literature that tackled 
automated patent classification. The earliest studies 
employed classical Natural Language Processing 
(NLP) and Machine Learning (ML) approaches 
with feature engineering. For instance, (Fall et al., 
2003) did many experiments in two levels, classes 
and subclasses. They compared the precision of 
using many classifiers, Naïve Bayes (NB), Support 
Vector Machine (SVM), Spars Network of 

1 https://ipcpub.wipo.int/
2 https://www.wipo.int/

Windows (SNoW) and K-Nearest Neighbor 
(KNN) classifiers on their self-collected 
WIPO 2 dataset named WIPO-alpha, with 
performing stop words removal, stemming, and 
term selection using information gain as a 
preprocessing step. The best result in classes-level 
experiments was obtained with NB classifier 
(79%). While in the subclasses-level the best result
was with KNN (62%).

Similarly, (Tikk et al., 2008) used stemming, 
dimensionality reduction, stop word removal and 
removal of rare terms with a neural network called 
HITEC which was evaluated on WIPO-alpha 
corpus and Espace A/B 3  corpora. there results 
outperform other state-of-the art classifiers 
significantly (by 6.5~14.5%). Additionally, (Lim & 
Kwon, 2016) created a list of stop words 
specifically for the patent domain and used a TF-
IDF weighing system to choose their feature set. 
The patent document classification was examined 
using a multi-label model and 564,793 registered 
Korean patents at the IPC subclass level. They 
achieved a precision rate of 87.2% when using 
titles, abstracts, claims, technical fields, and 
backgrounds.

Around 2017, the focus of automated patent 
classification research changed to Deep Learning 
(DL) approaches. (Grawe et al., 2017) trained 
Espace A/B patent dataset with Word2Vec and fed 
it to LSTM classifier. At the level of subclasses, 
they achieved an accuracy rate of 63%. Likewise, 
(Xiao et al., 2018) applied similar approach 
(Word2Vec and LSTM) with their self-collected 
domain-specific patent datasets for security. Their 
approach achieved 93.48% of accuracy. On the 
other hand, (Risch & Krestel, 2019) employed bi-
directional GRUs (another type of RNN) to 
improve classification performance compared to 
Word Embeddings trained with Word2Vec on Wiki 
pages and the FastText embedding that was trained 
on different datasets (WIPO-alpha ,USPTO4 -2M 
and  USPTO-5M ). Their approach increased the
average precision for patent classification by 17 
percent compared to state-of-the-art approaches. 

Moreover, (Sofean, 2021) created a self-trained 
Word Embedding that was trained on a million 
patents collected from multiple patents datasets 
(European, German, Japanese and Chinese 
patents), and then classified them using LSTM 

3 https://www.epo.org/
4 https://bulkdata.uspto.gov/

Section 
(Class)

Topic

A Human Necessities
B Performing Operations, 

Transporting
C Chemistry, Metallurgy
D Textiles, Paper
E Fixed Constructions
F Mechanical Engineering, 

Lighting, Heating, Weapons
G Physics
H Electricity

Table 1: IPC eight classification sections and 
topics
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network. He obtained an accuracy of 67%. Another 
paper by  (S. Li et al., 2018) developed DeepPatent 
algorithm for patent classification by combining 
Word Embeddings with CNN. It was tested on
USPTO-2M dataset. Their approach achieved 
precision of 73.88%. Similarly, (Zhu et al., 2020)
experiments were applied to classify Chinese short 
text patent using Word Embedding with CNN. 
Their results outperformed traditional RNN. 

However, using CNNs alone has gained the best 
results in patent classification task. In 
(Abdelgawad et al., 2020), they achieved an 
accuracy of 52.02% at the subclass level with the 
WIPO-alpha dataset.

(Lee & Hsiang, 2020) fine-tuned a pre-trained 
BERT model on a their self-collected patent dataset 
which contains three million patents. They focused 
on patent claims without other parts and the best 
results they achieved was 66.83% for F1.

Ensemble techniques were also among the used 
approaches in patent classifications. (Eleni 
Kamateri et al., 2022) experimented with CLEF-IP 
2011 test collection to compare the accuracy of 
classifying English patents using different 
individuals’ classifiers (CNN, Bi-LSTM, Bi-GRU, 
LSTM, and GRU) and using ensemble approach 
with three classifiers. Their highest accuracy 
(64.85%) was gained by using ensemble approach 
that combined three of their best performing 
classifiers. 

From the previous studies we noticed that there 
is a huge interest in the community for patent 
classification in languages such as English and 
Korean. Furthermore, the best results were 
obtained with fine-tuning BERT language models 
and ensemble approach. Therefore, in this paper we 
created the first Arabic patent dataset and applied 
the best classification approaches mentioned 
previously in the literature. 

4 Data Acquisition and Preprocessing 

4.1 Data Acquisition

Delivering an Arabic patent dataset is one of the 
contributions in this paper. The dataset was 
acquired by scraping the granted Arabic patents at 
the Saudi Authority of Intellectual Property 
(SAIP)5 website using Selenium6. All the available 
patents at the website were retrieved, mainly 9772 

5 https://www.saip.gov.sa/en
6 https://www.selenium.dev/

patents. All patents were typically composed of the 
following sections: title, abstract, applicant, the 
International Patent Classification (IPC) and other 
details (see Figure 1). The size of the acquired data 
was approximately 413 MB with 1.58M tokens —
words. We named our dataset “ArPatent” and it is
publicly available through our Github repository7. 

4.2    Preprocessing

We chose to classify the patents into one of the 
eight IPC sections by training the models using 
titles and abstracts onlybelow; as they are the 
common sections among almost all patents. 
Nevertheless, six patents had no abstract hence 
were removed from the dataset. Moreover, one 
patent had no accurate IPC section and was 
excluded, so the remaining patents reached 9765. 
To explore and understand the dataset, we 
calculated the unigram and bigram frequencies 
after the data has been preprocessed as shown in
Table 2 and Table 3.

The preprocessing steps consisted of removing 
Arabic and English punctuations or digits, 
removing elongation and normalizing Arabic 
letters by replacing different forms of alif “ ”
into the simple form “ ”, replacing “ ” into “ ”, and 
finally replacing any “ ” into “ ”. It is noteworthy 
to mention that words with English letters were 

7 https://github.com/iwan-rg/Arabic-
Patents

Figure 1: A screenshot of an Arabic patent 
document from SAIP5
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preserved as they might represent scientific or 
technical terms, therefore keeping them might 
enhance the classification performance and prevent 
information loss.

Furthermore, the min/max/average of number of 
words in titles and abstracts were computed and 
resulted in 4/237/53 for titles, and 10/35371/681 
for abstracts. We can say that our dataset is 
considered an imbalanced since the number of 
patents in each IPC section was far from equal, see 
Table 4.

8 https://github.com/iwan-rg/Arabic-
Patents

5 Methodology

To achieve the goal of finding the best baseline for 
classifying Arabic patents, different machine 
learning approaches were considered. First, from 
the traditional approaches, SVM were 
implemented with different word Embeddings 
techniques; namely: TF-IDF, and Skip-Gram 
Word2Vec. For Word2Vec, we used the pre-trained 
Embeddings AraVec (Soliman et al., 2017), and we 
also trained our own Word2Vec version, named 
ArPatent-Word2vec 8 , on the entire preprocessed 
Arabic patent text.

Moreover, since BERT-based models have 
shown state-of-the-art performance at language 
understanding, we fine-tuned multiple Arabic 
BERT-based models on the unprocessed titles and 
abstracts of ArPatent for the task of patent 
classification. The used fine-tuning 
hyperparameters were: learning rate of 2e-5 using 
Adam’s optimizer, A dropout layer of 0.1 at the 
feed-forward classifier, a batch size of 32 and 3 
epochs. Moreover, the max length of tokens was set 
to 350 tokens for the tokenizer, truncating any input 
beyond that length. Furthermore, stratified split 
was used for splitting the data into 10/10/80 for 
testing, validation, and training respectively. The 
evaluation metrics used are accuracy, macro-
precision, macro-recall and macro-F1 score, 
having the last as the primary metric since the 
dataset is highly imbalanced.

The following subsections give a summary of 
the used pre-trained models.

5.1 CAMeL-MSA

CAMeL-MSA (Inoue et al., 2021) is a pre-trained 
BERT model on Modern Standard Arabic (MSA) 
corpus that is comprised of the following public 
Arabic corpora: Abu El-Khair Corpus, dump of 
the Arabic Wikipedia on February 01, 20199, The 
unshuffled version of the Arabic OSCAR corpus, 
the Arabic Gigaword Fifth Edition and lastly the 
OSIAN corpus. The resulting dataset consisted of 
107GB of text, yielding 12.6B tokens. It is worth 

9 https://archive.org/details/arwiki-
20190201

Word Count Word Count
1 9726 7 2479
2 6557 8 2384
3 5073 9 2131
4 2893 10 2062
5 2558 11 1910
6 2517 12 1904
Table 2: The top 15 bigram words in the Arabic 

patent dataset along with their frequencies.

Word Count Word Count
1 6095 7 458

2 1175 8 399

3 815 9 362

4 788 10 342

5 621 11 332

6 459 12 332

Table 3: The top 15 bigram words in the Arabic 
patent dataset along with their frequencies.

Section (Class) No. of Patents
A 2169
B 2038
C 2783
D 61
E 733
F 741
G 764
H 476

Table 4: Number of patents in each IPC section
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mentioning that the authors removed lines that 
had no Arabic characters from the text.

5.2 CAMeL-MIX

Same authors of CAMeL-MSA have contributed 
to releasing a model that was pre-trained on 
different Arabic variants, i.e., the same MSA 
corpus mentioned earlier, a range of dialectal 
Arabic corpora and a classical Arabic corpus from 
OpenITI. The model was pre-trained on text size 
of 167GB with 17.3B tokens, which is the largest 
number of tokens among all other BERT variants 
mentioned in this paper.

5.3 ARBERT

ARBERT (Abdul-Mageed et al., 2021) is also a 
BERT-based model pre-trained on 61GB of MSA 
text with 6.5B tokens, gathered from 1,800 Arabic 
books, the fifth edition of GigaWord, Abu El-
Khair Corpus, OSCAR, OSIAN, and the 
December 2019 dump of Arabic Wikipedia.

5.4 MARBERTv2

MARBERT (Abdul-Mageed et al., 2021) was pre-
trained to be best suited for dialectical Arabic 
using 1B tweets. The dataset makes up 128GB of 
text —15.6B tokens. For MARBERTv2, they 
further pre-trained MARBERT on the same 
dataset of ARBERT in addition to AraNews 
dataset. New MARBERTv2 dataset makes up 
29B of tokens.

5.5 AraBERTv2

AraBERTv2 (Antoun et al., 2020), is a pre-trained 
BERT model for MSA NLP tasks. It was pre-
trained on 77GB or 200M sentences of Arabic 
content resulting in 8.6B tokens. The corpus 
consisted of manually scraped Arabic news 
websites and four publicly available corpora: 
Arabic Wikipedia dump from 2020/09/01 10 ,  
OSCAR unshuffled and filtered, The 1.5B words 
Arabic Corpus, and lastly the OSIAN Corpus. The 

10

https://archive.org/details/arwiki-
20200901

authors noted that words with Latin characters 
were preserved during the training.

5.6 QARiB

QARiB (Ahmed Abdelali et al., 2021) was pre-
trained on a collection of 420M tweets and 180M 
sentences of text. For the sentences, it was a 
combination of Arabic GigaWord Fourth 
Edition, Abu El-Khair Corpus and OpenSubtitles 
corpus. It resulted in 14B tokens

5.7 Max Voting Ensemble

An ensemble is a collection of models designed to 
exceed the performance of every single base-model 
by combining their predictions. Max voting —or 
majority vote— ensemble is one of the simplest 
methods of combining predictions. In max voting, 
each base-model makes a prediction and votes for 
each instance. In addition to fine-tuning the 
models, we considered designing an ensemble of 
the highest performing models. Since weighted 
sum ensembles presume that some models in the 
ensemble are more efficient compared to others; 
we considered applying both weighted and 
unweighted summing for predictions and reporting 
the highest.

Models Acc.
SVM-SG-
ARAVEC

60.55 50.33 51.06 50.46

SVM-
ArPatent-
Word2vec

63.42 50.64 54.37 51.80

SVM-TF-IDF 63.83 54.11 67.28 56.62
CAMeL-MSA 68.03 59.10 59.73 59.27
CAMeL-MIX 66.39 57.07 56.72 56.81
ARBERT 70.18 72.60 64.91 66.53
MARBERTv2 62.40 52.37 51.36 51.68
AraBERTv2 63.11 53.01 51.40 51.74
QARiB 67.83 58.26 57.84 57.95
ENSEMBLE-
1

70.49  73.36 63.54 64.52  

ENSEMBLE-
2

62.91 54.16 51.95 52.46

ENSEMBLE-
3

68.24 59.60 57.66 58.10

Table 2: Experimental Results with the following 
metrics: accuracy (Acc.), macro precision (P), 

macro recall (R) and macro F1 score (F1).
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6 Results and Discussions 

Table 5 shows our experimental results. We can 
see that the BERT-based models that were pre-
trained on MSA text only, namely ARBERT and 
CAMeL-MSA, had a superior performance with 
an F1 measure of 66.53 and 59.27 respectively. 
Moreover, among the SVM classifiers, the SVM 
with TF-IDF word Embeddings achieved a 
significantly higher performance (F1= 56.62).
Although ArPatent-Word2vec embeddings was
trained on the ArPatent text, yet it did not improve 
the classification task, this might be attributed to 
the models being trained on the title and abstract 
of a patent rather than the complete patent dataset.

On the other hand, the accuracy of 
ENSEMBLE-1 results outperformed all other 
models with 70.49%. ENSEMBLE-1 consists of
the three best performing models namely:
ARBERT, CAMeL-MSA and QARiB, with 
weighted sum of 1, 0.5 and 0.5, giving ARBERT 
the priority in voting. We also combined the SVM 
models in ENSEMBLE-2 with the same weighted 
sum, giving the priority to SVM-TF-IDF. 

The last ensemble, ENSEMBLE-3, was a 
combination of all SVMs and ARBERT, giving 
ARBERT and TF-IDF the twice weight of other 
SVMs.

From the results, we can observe that the best 
performing model in terms of F1 score was 
ARBERT. Although we tried to ensemble different 
models; but due to little diversity in base-models’ 
predictions; the performance could not get
improved, for example, refer to the confusion 
matrices in Figure 2, Figure 3 and Figure 4 for the 
models participating in ENSEMBLE-1 and notice 
the similarity in predictions. Moreover, due to the 
little number of samples for some classes, the 
overall performance was low, especially for class 
D where most of its instances were not classified 
correctly even with ARBERT.

7 Conclusion

Classification of patents is a crucial part of the 
patent system, as it allows for the efficient and 
effective management of patent information. In this 
paper, we constructed the first Arabic patent dataset
called ArPatent and experimented with twelve 
different classification approaches to develop a 
baseline for Arabic patent classification.

Our results show that the ARBERT model had
the best performance in classifying patents. We can 

say that our results are comparable to those found 
in the literature, even with our small sized dataset.

One limitation of this work resides in the 
imbalanced dataset, this affected the performance 
of patent classification. Also, using only the 
patent’s title and abstract for the purpose of 
classification did not yield good results. Therefore, 
as a future plan we intend to repeat the experiments 
while considering the whole text for classification 

Figure 2: Confusion matrix of the best performing 
model ARBERT.

Figure 3: Confusion matrix of CAMeL-MSA.

Figure 4: Confusion matrix of QARiB.

g
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also we need to increase the size of the dataset to 
obtain more successful results. 

Finally, we believe that our paper has produced 
some preliminary knowledge and useful results 
that will help support the task of Arabic patent 
classification. 
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