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Abstract
Online hate speech detection is an inherently
challenging task that has recently received
much attention from the natural language pro-
cessing community. Despite a substantial in-
crease in performance, considerable challenges
remain and include encoding contextual infor-
mation into automated hate speech detection
systems. In this paper, we focus on detecting
the target of hate speech in Dutch social me-
dia: whether a hateful Facebook comment is
directed against migrants or not (i.e., against
someone else). We manually annotate the rele-
vant conversational context and investigate the
effect of different aspects of context on perfor-
mance when adding it to a Dutch transformer-
based pre-trained language model, BERTje.
We show that performance of the model can
be significantly improved by integrating rele-
vant contextual information.

1 Introduction

Hate speech detection models play an important
role in online content moderation and promotion of
healthy online debates (Halevy et al., 2020). This
has motivated a considerable interest in the task
within a variety of disciplines, including social sci-
ences and the natural language processing (NLP)
community.

Recent advances in the field of NLP, which in-
clude the use of deep learning and ensemble archi-
tectures, have led to the development of automated
hate speech detection approaches with an increased
performance (Kumar et al., 2020; Zampieri et al.,
2020; Markov and Daelemans, 2021). However,
the task remains challenging from multiple perspec-
tives, e.g., the use of figurative language and cross-
domain scalability, amongst others (van Aken et al.,
2018; Vidgen and Derczynski, 2020; Pamungkas
et al., 2021; Lemmens et al., 2021). These chal-
lenges constrain the performance and generalizabil-
ity of hate speech detection models, and include
the problem of integrating contextual information,

that is, improving hate speech detection models
by making them context aware (Pavlopoulos et al.,
2020; Menini et al., 2021; Vidgen et al., 2021).

Modeling contextual information is indisputably
important for developing robust hate speech detec-
tion systems (de Gibert et al., 2018; Pavlopoulos
et al., 2020; Vidgen et al., 2021). For instance, the
comment ‘go back home’ is clearly hate speech if
it is posted under a news article about refugees and
asylum seekers. However, previous work on detect-
ing both the type and target of online hate speech
has mostly focused on message content alone, with-
out accounting for the context of the target com-
ments (Risch and Krestel, 2020; Zampieri et al.,
2020). This is partially related to the lack of con-
textual information in the vast majority of datasets
annotated for hate speech, which implies that hate
speech detection models cannot exploit the conver-
sational context when they are trained on existing
datasets (Vidgen and Derczynski, 2020).

More recent studies have specifically looked into
the effect of context on hate speech detection. For
instance, Pavlopoulos et al. (2020) experimented
with various strategies for integrating contextual in-
formation into BiLSTM and BERT models, where
context is limited to the preceding (‘parent’) com-
ment in the Wikipedia conversations dataset. The
authors report that though context significantly af-
fects annotation process by both amplifying or miti-
gating the perceived toxicity of posts, they found no
evidence that adding context leads to a large or con-
sistent improvement in performance of the exam-
ined models. Menini et al. (2021) highlighted simi-
lar challenges: while showing that context affects
annotation process (fewer tweets were annotated as
abusive when context was provided to annotators),
they report that when experimenting with differ-
ent models (BERT, BiLSTM, SVM) and a context
window ranging from one to all preceding tweets,
contextual information did not lead to a better clas-
sifier performance. Vidgen et al. (2021) introduced
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the Contextual Abuse Dataset composed of Reddit
messages, where previous or several previous mes-
sages were considered as the context and “every
annotation has a label for whether contextual infor-
mation was needed to make the annotation”. The
authors report that 25-32% of content was labelled
as context-dependent, and these messages are more
challenging for detection, leaving integrating con-
text for future work.

In this paper, we address hate speech target detec-
tion in hateful Dutch Facebook comments: whether
the target of hateful content is the social group
of interest, that is, migrants or someone else (see
Section 2). While in previous work the preced-
ing comment(s) in the discussion thread or the text
of the post was used as context (Gao and Huang,
2017; Karan and Šnajder, 2019; Pavlopoulos et al.,
2020; Menini et al., 2021; Lemmens et al., 2022),
we manually annotate the relevant context, that is,
we look specifically at the part of the prior con-
versation that provides the context, and use that
annotation to demonstrate its utility in hate speech
target prediction by adding relevant contextual in-
formation to a Dutch transformer-based pre-trained
language model, BERTje (de Vries et al., 2019).

Hate speech is deeply contextual, and while most
previous work ignores the conversational context,
and more recent work, which looked into it based
on previous comments or post, comes away con-
cluding that such surface-level information is not
helpful in prediction, this study shows and quan-
tifies the impact that can be brought by relevant
context on classifier performance when detecting
the target of online hate speech.

2 Data

We used the LiLaH dataset, as in (Markov et al.,
2021). The dataset is composed of Facebook posts
by mainstream media outlets in Dutch (i.e., news
articles that were published by the media outlets
and are (re-)published or shared as Facebook posts)
and readers’ comments on these posts in a com-
ment section, which were manually annotated by
three trained annotators for fine-grained types and
targets of hate speech (see below in this section)
with a ‘moderate’ agreement. The annotations were
performed in-context, that is, annotators first read
entire comment threads and then labeled each com-
ment.

We randomly selected a subset of the dataset
composed of 35 posts and around 6,000 comments

discussing the migrants topic and annotated this
data for context dependency: if context influences
the annotators’ decision to assign a label to a com-
ment, that is, if assigning hatefulness to a comment
depends on understanding its context, or if the tar-
get of hate speech is not sufficiently clear without
the context, the annotator marked the target com-
ment as context-sensitive and indicated the ID of
the post or the ID of the previous comment (not nec-
essarily directly preceding) in the discussion thread
that serves as the corresponding context. For exam-
ple, the comment ‘I would have served pork steaks’
(Ik zou varkenslapjes geserveerd hebben) is hate
speech directed against migrants if we take into
account that the article is about a Muslim woman
who was served alcohol at a show and was upset
since this was against her religion. In this case,
the annotator would mark the comment as context-
dependent and indicate the ID of the post under
which the comment was made.

We merged the fine-grained types of hate speech
present in the data (e.g., violence, offensiveness,
threat) into a single hate speech category, remov-
ing comments that belong to the non-hate speech
class, which is the commonly used set-up for the
hate speech target detection task (Zampieri et al.,
2019a,b; Caselli et al., 2021), and used the binary
target classes within the hateful messages. That
is, we distinguish between migrants as the target
of hate speech and merge all other fine-grained
target classes into the ‘other’ category in order to
have a sufficient amount of training and test exam-
ples per class. In more detail, the ‘other’ category
consists of hate speech directed against (1) the ar-
ticle’s author or the media spreading the article;
(2) the author of another preceding comment under
the same post; (3) other entities related to the mi-
grants group, as they represent a positive attitude
towards this group; and (4) people or institutions
that do not belong to any of the above categories.
For the binary target classes used in this study, the
inter-annotator agreement was ‘moderate’ (Cohen’s
Kappa = 0.46).

We used training and test partitions splitting the
dataset by post boundaries in order to avoid within-
post bias, that is, all comments belonging to the
same thread are in the same split. The splitting
was done so that the distribution of ‘migrants’ and
‘other’ classes is as balanced as possible (roughly
40%–60%, respectively), while the proportion of
80% training and 20% test messages is preserved.
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Train (28 posts) Test (7 posts) Total (35 posts)
# messages % context # messages % context # messages % context

Migrants 1,017 60.2 238 57.6 1,255 59.8
Other 1,660 28.9 431 38.3 2,091 30.8
Total 2,677 40.8 669 45.1 3,346 41.7

Table 1: Statistics of the dataset used in terms of the number of posts, number of comments per class and the
percentage of messages annotated as context-dependent within each class.

The statistics of the dataset used in terms of
the number of posts and comments in the training
and test sets, as well as the percentage of context-
dependent messages per class is provided in Table 1.
We note that context-sensitive comments are fre-
quent within both categories. Context-dependent
messages within the ‘migrants’ category (59.8%;
750 messages) are more frequent than within the
‘other’ category (30.8%; 644 messages), which
could be explained by the characteristics of the
dataset used: it consists of discussion threads on
the migrants topic, while in order to direct hate
speech against someone else (e.g., previous com-
menter, article’s author) hateful content creators
would have to deviate from the original discussion
topic by explicitly specifying the target of their hate
speech. Out of 1,394 messages labeled as context-
dependent, the vast majority (88%) refer to original
post as the source of relevant context, 7% to previ-
ous comment and 5% to a comment located higher
up in the discussion thread.

3 Experiments and Results

We use the monolingual Dutch transformer-based
pre-trained language model, BERTje (de Vries
et al., 2019), from the Hugging Face transformers
library1, which showed near state-of-the-art results
in previous work on Dutch hate speech detection,
e.g., (Caselli et al., 2021; Markov et al., 2022). The
model was pre-trained using the same architecture
and parameters as the original 768-dimensional
BERT model (Devlin et al., 2019) on a dataset of
2.4 billion tokens.

We set the maximum sequence length parameter
to 512 in order to account for the context, the other
parameters have default values, and fine-tune the
model for a single epoch. Following the approach
proposed in (Pavlopoulos et al., 2020), we concate-
nate the context and the text of the target comment
separated by BERTje’s [SEP] token, as in the next
sentence prediction task in BERTje’s pre-training

1https://huggingface.co/GroNLP/bert-base-dutch-cased

stage, and fine-tune the model on this data.
We use only the content of the target comment

as the baseline and examine the following ways for
adding contextual information: (1) adding the text
of the post on which the comment was made (com-
ment & post); (2) adding the preceding comment (if
any) in the discussion thread (comment & preced-
ing comment); (3) adding the preceding comment
and the post (comment & preceding comment &
post); and (4) adding the relevant annotated context
(comment & context). Since BERTje is sensitive
to random seeds, we report the results in terms of
precision, recall and F1-score (macro) averaged
over five runs, and standard deviations in Table 2.

The obtained results are in line with previous
findings in the sense that adding the content of a
preceding comment does not facilitate classifier
performance (Karan and Šnajder, 2019; Pavlopou-
los et al., 2020; Menini et al., 2021). However,
we observe a moderate improvement by adding
the content of the post (2 F1 points) and a signif-
icant improvement (according to McNemar’s sig-
nificance test (McNemar, 1947) with α < 0.05)
caused by pointing at the actual context in the dis-
cussion thread (6 F1 points). The results partially
reflect the annotation process, described in Sec-
tion 2, where most of the hateful messages contain
the relevant context in the post text.

To further examine the importance of contextual
information, we conducted an additional experi-
ment using only the relevant context (while discard-
ing the content of the target message), obtaining
the following results: precision = 0.60 (±0.009),
recall = 0.60 (±0.007), F1 = 0.60 (±0.009) (average
over 5 runs). Considering that the majority baseline
precision = 0.32, recall = 0.50, and F1 = 0.39, this
experiment confirms that context contains useful
information and can be used in isolation to predict
the label of the target message.

The detailed results per class for one of the exper-
iments reported in Table 2 for the baseline (com-
ment only) and ‘comment & context’ strategies
are presented in Table 3. We note that with the
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Precision Recall F1-score
Comment (baseline) 0.65 (±0.008) 0.66 (±0.008) 0.63 (±0.011)
Comment & post 0.66 (±0.008) 0.67 (±0.004) 0.65 (±0.008)
Comment & preceding comment 0.64 (±0.007) 0.65 (±0.004) 0.63 (±0.015)
Comment & preceding comment & post 0.64 (±0.004) 0.65 (±0.008) 0.63 (±0.000)
Comment & context 0.69 (±0.005) 0.71 (±0.008) 0.69 (±0.008)

Table 2: Results for the baseline and examined strategies for adding contextual information averaged over five runs.
The standard deviations are also reported. The best results are highlighted in bold typeface.

Comment (baseline) Comment & context
Precision Recall F1-score Precision Recall F1-score

Migrants 0.51 0.69 0.58 0.56 0.74 0.64
Other 0.79 0.63 0.70 0.83 0.68 0.74
macro avg 0.65 0.66 0.64 0.69 0.71 0.69

Table 3: Results per class for the baseline and ‘comment & context’ approaches.

Figure 1: Confusion matrices for the baseline and ‘comment & context’ approaches.

additional contextual information, there is an im-
provement in performance for both ‘migrants’ and
‘other’ categories in terms of both precision and re-
call. In line with de Gibert et al. (2018) and Vidgen
et al. (2021), we observed that context-sensitive
messages are more challenging for classification:
out of 302 context-dependent messages within the
both categories 57% were identified correctly by
the baseline approach, while out of 367 messages
not dependent on the context, 71% were assigned
the correct label. Integrating the relevant context
lead to an improvement for both context-dependent
and independent messages, resulting in 60% and
87% correctly-identified messages, respectively.

While for the ‘migrants’ class integrating the
context lead to an improvement for the context-
dependent messages (81% instead of 67% were
identified correctly after adding the context), and
no improvement was observed for the context-
independent messages (65% vs. 71% without the
context), for the ‘other’ class, the main source of

improvement is the context-independent messages
(84% instead of 72% were identified correctly),
while the number of correctly-identified context-
dependent messages within this category dropped
from 48% to 42%. Zooming in on the fine-grained
classes within the ‘other’ category, we note that
the results are improved for all the classes, except
for the hate speech directed towards article’s au-
thor or media spreading the news, where only two
more messages were misclassified after adding the
contextual information.

The confusion matrices for this experiment, pre-
sented in Figure 1, demonstrate that integrating the
context improves the results both in terms of false
positives and false negatives, providing additional
evidence that context plays an important role in
detecting the target of online hateful comments.

4 Conclusions

Despite recent advances, there are multiple chal-
lenges that remain and limit the development of ro-
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bust real-world hate speech detection systems. One
of such challenges, addressed in this work, is to
explicitly account for relevant conversational con-
text when developing context-aware hate speech
detection approaches.

While prior work has shown that the easy-to-
obtain contextual information such as previous
comment or post does not provide a large or con-
sistent improvement, we demonstrated that if the
model can zoom in on the relevant context, the
performance increases significantly.

A limitation of this work is that we use hand-
labeled contextual information, and thus report
an upper bound of improvement in performance.
Nonetheless, we believe that this study is an im-
portant step towards developing more robust and
context-aware automated hate speech detection ap-
proaches.

Given the great potential for encoding contextual
information and its significant effect on detecting
the target of hate speech presented in this work,
the directions for future work include detecting
relevant context for a target comment automatically
and exploring its effect on performance, as well
as investigating the impact of context on detecting
fine-grained types and targets of online hate speech.
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