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Abstract

Automatic Term Extraction (ATE) is one of the core problems in natural language processing and forms a
key component of text mining pipelines of domain specific corpora. Complex low-level tasks such as machine
translation and summarization for domain specific texts necessitate the use of term extraction systems. However,
the development of these systems requires the use of large annotated datasets and thus there has been little
progress made on this front for under-resourced languages. As a part of ongoing research, we present a dataset
for term extraction from Hindi texts in this paper. To the best of our knowledge, this is the first dataset
that provides term annotated documents for Hindi. Furthermore, we have evaluated this dataset on statistical
term extraction methods and the results obtained indicate the problems associated with development of term
extractors for under-resourced languages.
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1. Introduction on English (Pazienza et al., 2005; Sajatovié et al.
2019; Astrakhantsev, 2018; Zhang et al., 2018).
Out of the 7,100+ languages® being used around
the world most are under-resourced with limited
access to language technology tools. In this pa-
per, we present a novel dataset for term extrac-
tion in the education domain for the Hindi lan-
guage. Furthermore, we have carried out experi-
ments with statistical term extraction systems on
this dataset to demonstrate the challenges in build-
ing term extractors. We hope that by releasing this
dataset we can contribute towards the research in
resource creation as well as development of better
algorithms for term extraction for under-resourced
languages.

The related works have been discussed in Section 2,
Section 3 details the dataset collection techniques
as well as processing carried before conducting the

Automatic Term Extraction (ATE) is the task of
extracting relevant terms from domain specific cor-
pora. Terms can be defined as linguistic units that
refer to domain specific concepts in a world model
(Cabré, 1999; Cram and Daille, 2016; Penas et al.,
2001h). To illustrate, in the domain of education
an institution that imparts education to children
is a concept and we refer to this concept by the
word school in English. Thus, identification of a
word or a multiword expression as a term is highly
dependent on the individual’s subjective notion of
the concept (Penas et al., 2001b), for example how
does the individual define education and whether
institution is an important concept in this domain
as per the subjective opinion of the person. This
in turn makes ATE a more challenging problem to

tackle. experiments. Furthermore, we go onto list the data
Term extractors also play a critical role in on-  gtagistics in terms of the total number of annotated
tology engineering as identification of terms and  qocuments and the methodology followed while an-
relationships amongst them can be used to iden-  potating the documents. The algorithms used to

tify important concepts and conceptual relations  carry out the experiments are discussed in Section
which in turn serve as building blocks for ontologies 4 followed by a discussion on the evaluation met-
(Pazienza et al., 2005). They are also used in the  yic and the experiments in Section 5 and Section

development of language technology such as ma- 6 which reviews the results obtained. Lastly, fu-
chine translation (Oliver. 2017) and summarization  tyre directions of research and open problems are
systems (Jacquemin and Bourigault, 2005). Fur-  {escribed in Section 7.

thermore, they serve as the key building blocks of

information retrieval systems as they allow efficient 2. Related Works

indexing of relevant documents (Jacquemin and ATE has been an active area of research since
Bourigault, 2005) together on the basis of terms  the last decade of the previous millennium (Daille,
thus playing a critical role in reducing the overall 1994 Evans and Lefferts, 1995; Pazienza, 1998)
search time and improving the scalability of these with almost all of the research in this domain being
systems. focused on statistical techniques; both supervised
Although term extraction has been an active area  and unsupervised.

of research in the past few decades, most of the
research in this domain has primarily been focused "https://www.ethnologue.com/
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Earlier research in this domain was focused around
frequency based measures such as Term Frequency
- Inverse Document Frequency (TF-IDF) (Evans
and Lefferts. 1995) and linguistic filter based meth-
ods (Daille, 1994). The key idea behind the TF-
IDF based methods is that terms representative of
important concepts have high document term fre-
quency in a few documents. The methods based
on linguistic filtering exploit general syntactic pat-
terns observed in terms across domains for exam-
ple associating noun phrases with terms. Bordea
et al. (2013) propose a term recognition algo-
rithm based on the the identification of termhood
of the term constituents. In recent years, this on-
going research has culminated in the form of var-
ious term extraction toolkits, namely: TermSuite
(Cram and Daille, 2016), Simple Extractora, SDL
MultiTerm Extract Terminusg, JATE (Zhang et
al.. 2016), Rainbow B and ATRA4S (Astrakhantsev,
2018) which have advanced the state-of-the-art in
term extraction tasks.

The experiments carried out in this paper are
based on the frequency based algorithms demon-
strated by Astrakhantsev (2018). They carry out
experiments with various methods such as methods
based on occurrence frequency, methods based on
topic modelling and context modelling based meth-
ods.

Term annotated datasets are available for popular
highly resourced languages such as English, how-
ever not a lot of progress has been made with re-
gards to curation of term annotated datasets for
under-resourced languages. GENIA (Kim et al.)
2003) is term annotated dataset for the domain of
biomedicine in English. It contains 2000 abstracts
taken from the MEDLINE database comprising
of over 400,000 tokens and annotated with 93,293
terms. The CRAFT corpus (Bada et al., 2012), be-
longing to the biomedical domain is another pop-
ular term annotated dataset for domain specific
terminology in English. Similary, there are other
datasets available for English such as ACL RD-
TEC (?) and ACTER H. This research is closely
related to the work done by McCrae and Doyle
(2019) who introduce a term annotated dataset for
Irish (ISO 639-3 language code for Irish is gle), an
under-resourced language of the Goidelic family of
languages. The Goidelic languages are a part of

2https://www.dail.es/en/
artificial-intelligence/

3https://docs.rws.com/binary/
796827/807059/sdl-multiterm-2021-sri/
sdl-multiterm-extract-tools-user-guide

‘http://terminus.iula.upf.edu/cgi-bin/
terminus2.0/terminus.pl?1Int=En

https://okapiframework.org/wiki/index.php/
Rainbow

Shttps://clarin.eurac.edu/repository/xmlui/
handle/20.500.12124/24
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the larger Celtic family of languages used primar-
ily in the British Isles. Irish, Scottish Gaelic and
Manx are the 3 languages which constitute the
Goidelic family. They demonstrate term extrac-
tion on this dataset using various methods such
as frequency based measures and topic modelling
based approaches. Also, they propose the inclusion
of morphological features in the term recognition
pipeline in order to improve the performance of
the statistical term recognition system. In this pa-
per, we have used frequency and background cor-
pus based measures for term extraction.

2.1. Hindi

Hindi is an under-resourced language from the
Indo-European family of languages primarily used
in the northern and north-western parts of the In-
dian subcontinent (Kachru, 2006). There are 528
million native speakers of the language in the In-
dian subcontinent as per the census of 2011 con-
ducted by the Government of Indiaﬂ. Hindi is writ-
ten in the Devanagari script which is a phonetic
script; the writing system reflects the pronuncia-
tions (Bright, 1996). For example, dog is written
as M in Hindi and prounounced as shvaan.

3. Dataset

The dataset introduced in this paper is a collection
of documents from the domain of education. The
choice of this particular domain is not due to a spe-
cific scientific reason but influenced by the authors’
expertise in this domain by virtue of previous and
current academic affiliations. Data required for
annotation has been collected from Wikipedia us-
ing its standard api A total of 71 Wikipedia
documents comprising of 11,960 words were col-
lected and manually annotated. Wikipedia pages
are classified into categories to group pages from
the same domain together. In Hindi Wikipedia,
category is known as yofY (transliteration - shreni,
translation - category) and setting this parameter
to fOI8IT (transliteration - shiksha, translation - ed-
ucation) in the API GET request enables us to
download the documents belonging to this domain.
During annotation we referred to the fundamental
definition of a term: term is a surface represen-
tation of a concept (Pazienza, 1998). Of course,
the definition of concepts is subjective and reflects
the annotators’ notion of termhood in the given
domain. It is also important note that we haven’t
posed any syntactic structure on term selection.
This has been done to increase the coverage and
allow the terms representative of a variety of dif-
ferent concepts to be annotated. However, during

"https://censusindia.gov.in/2011Census/
Language MTs.html
8https://hi.wikipedia.org/w/api.php
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annotation we observed that almost all the anno-
tated terms are noun phrases. In fact, a total of
926 annotated terms were noun phrases, 25 verb
phrases were annotated as terms and 2 adjectives
were also annotated as terms. As a part of the data
cleaning, the English words in the downloaded data
have been filtered out using a unicode based char-
acter filtration.

A total of 71 documents were annotated with 953
terms. Also, it is also important to note that the
annotation was performed by a single annotator.
For under-resourced languages like Hindi, it is dif-
ficult to onboard trained expert annotators due
to the scarcity of domain experts and high ex-
penses associated with their recruitment. In this
case these challenges have limited the size of the
dataset and since the dataset has been manually
annotated by one annotator therefore it is difficult
to ascertain the quality of annotations and the pos-
sibility of noisy annotation cannot be ruled out.
The aforementioned problems with manual anno-
tation can hinder the learning of any meaningful
representations and lead to degraded performance
in the supervised learning domain. However, self-
supervised learning algorithms which are robust to
noisy annotation and can learn meaningful rep-
resentations by seeding on the initial annotated
dataset ([Tan et al., 2021)) can be used to train ma-
chine learning models for the task at hand.
Lastly, although the size of the dataset is relatively
small, we hope that it can propel research interest
in this domain for the Hindi language. The dataset
and necessary code developed during its curation
are available publicly H.

4. Methodology

We evaluated the performance of frequency and
reference corpora based term extraction ap-
proaches discussed by |Astrakhantsev (2018) using
the dataset introduced in Section 3 as the gold
standard. The following are the steps involved in
the term extraction pipeline:

o Pre-processing
o Term candidate selection

e Term candidate scoring and rankingE

The methods detailed in sections , and
are based on a general domain background
corpus. We used 2,411 Wikipedia articles compris-
ing of 7,28,055 words spread across multiple do-
mains as our background corpus =.

‘https://github. com/zigzagthad/Hindi _
Term-Extract

10Tn this paper, we have used one method for term
scoring therefore ranking is trivial. However, in meth-
ods where multiple term scoring methodologies are in-
volved, term ranking becomes complicated.

"https://rb.gy/d5o4yi
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4.1.

We used part-of-speech chunking for filtering the
term candidates. Firstly, we annotated the docu-
ments with the TnT tagger (Brants, 2000) which
is available as a part of the NLTK package. Next,
we used the RegexpParser also available as a part
of the NLTK package to perform chunking on the
annotated documents. Precisely, all noun phrases
were considered as term candidates to be scored us-
ing the methods discussed in the subsequent sec-
tions. Here it is important to note that the tnt
tagger for the Hindi language is trained on 540 an-
notated sequences. This impedes the performance
of the part-of-speech tagging step and reflects re-
source constraints in under-resourced scenarios.
Also, it was ensured that the selected term can-
didates have a length of at least 3 and in case of
multi-word expressions it was ensured that all in-
dividual words constituting the expression have a
length of 3 at least.

Term Candidate Selection

4.2.

The term candidates selected in the previous step
were scored with the following 5 different methods
as proposed by (Astrakhantsev, 2018):

Term Scoring and Ranking

e Term Frequency - Inverse Document Fre-
quency (TF-IDF)

e Residual
(RIDF)

Inverse  Document Frequency

e Domain Pertinence
o Weirdness

« Relevance

For a particular scoring algorithm the term candi-
dates were ranked in decreasing order of the scores
achieved by them.

4.2.1. TF-IDF

As a part of the experiments, we carried out term
scoring using the term frequency-inverse document
frequency algorithm (Evans and Lefferts, 1995).
It’s an information retrieval algorithm that assigns
higher values to terms that have high occurrence
frequency in a few documents according to Equa-
tion [ll. The intuition behind using this algorithm
for term extraction is that terms that represent
concepts in a specific domain have a high occur-
rence frequency in the domain-specific documents.

TF-IDF(t) = TF(t) -log, 7 o

(1)
where TF(t) is the term frequency, D is the total
number of document in the collection, DTF(t) is a
number of documents in which the term occurs.
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4.2.2. RIDF

The RIDF algorithm first proposed by (Church and
Gale, 1999) was used by (Zhang et al., 2016) for
term extraction. The key idea behind using this
approach for term extraction is that the IDF that
is observed for terms has a greater deviation from a
standard Poisson deviation as compared to the de-
viation observed for non-terms as shown in Equa-
tion P

D
IDF(t) = TF(t)1log, ——+1 1—
(2)
where ATF is the normalized term frequency, nor-
malized the number of documents in which a term

occurs.

4.2.3. Domain Pertinence

Domain pertinence (Meijer et al., 2014) is a back-
ground corpus based term extraction method. The
key idea behind background corpus based methods
is that terms in a domain specific collection are dif-
ferent from non-terms with regards to their occur-
rence statistics in a background collection. Equa-
tion B shows the calculation of Domain pertinence
for linguistic units in a domain specific corpus. For
a specific term candidate, domain pertinence is cal-
culated as a ratio of term frequency in the given
corpus and the term frequency in the background
corpus.

TFiarget(t
DomainPertinence(t) = target(t)

= —" 3
TFreference(t) ( )

where T'Fiygrger is the term frequency in the do-
main specific corpus and T'Frcference is the term
frequency in the general background corpus.

4.2.4. Weirdness
Khurshid et al. (2000) normalizes the term fre-
quencies by the total number of the words in the
respective collection.

o NTFtarget (t)

Weirdness(t) = m
reference

(4)
where NT Fyqrget is the term frequency in the do-
main specific corpus normalized by the total num-
ber of words in the domain specific corpus and
NTF,cterence is the term frequency in the general
background corpus normalized by the total number
of words in the background corpus.

4.2.5. Relevance

(Penas et al., 20014 is a modification to domain
pertinence and the weirdness algorithm as it takes
into account document frequency in the calcula-
tion, that is the number of documents in which a
term occurs.

67ATF(t))
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NTFtarget (t) : DFta'rget(t)
NTF'reference(t)

Relevance(t) = 1—(lo

g2 (2+

(5)
where NT Fyqpge¢ is the term frequency in the do-
main specific corpus normalized by the total num-
ber of words in the domain specific corpus and
NTF,cference is the term frequency in the general
background corpus normalized by the total number
of words in the background corpus and DFj,yge; is
the number of documents in the domain corpus in
which a term occurs.

5.

Term extraction can be viewed as a retrieval of
terms from text documents. There are primar-
ily two kinds of retrieval evaluation algorithms,
namely ranked and unranked (Manning et al.]
2010) evaluation metrics. Unranked evaluation
metrics don’t take into account the relative ranks
of the term candidates, that is the score attained
by the term candidates as per scoring algorithms
does not contribute to the evaluation. On the con-
trary, these metrics are evaluated on the basis of
term candidate lists returned by the retrieval algo-
rithm (in this case the chunker). In this paper,
we have used 3 unranked evaluation algorithms
namely Precision, Recall and F1 score. Preci-
sion essentially calculates the proportion of rele-
vant terms out of the total number of retrieved
terms (Manning et al., 2010) as given in Equation

Experiments

. Number of relevant items retrieved
Precision =

Total number of retrieved items
(6)
Recall calculates the proportion of relevant terms
out of the total number of relevant terms (Manning
et al., 2010) as given in Equation

Number of relevant items retrieved
Recall =

Total number of relevant items

(7)
Fl-score is an unranked evaluation score that is
calculated as the harmonic mean of Precision and
Recall (Manning et al., 2010). Relative ranks of the
term candidates don’t contribute towards the cal-
culation of these scores and therefore their values
are same across different scoring algorithms and
are illustrated in Table [ll.
Ranked evaluation algorithms on the other hand
take into account the score generated by the scor-
ing algorithm and calculate the metric for the most
relevant terms(ones with the highest score). The
key idea behind these metrics is that the user is in-
terested in the top k terms out of the complete term
list returned by the filter (chunker in this case).

)~



Table 1: Unranked Evaluation Results
Precision | Recall F1
0.106 0.023 0.037

Table 2: Ranked Evaluation Results

Algorithm MAP | MAR | MAF1
TF-IDF 0.079 0.016 0.031
RIDF 0.079 0.016 0.031
Domain Pertinence | 0.091 0.018 0.037
Weirdness 0.091 0.018 0.037
Relevance 0.089 0.018 0.036

In this paper we have used k = 5 for evaluation
of the metrics. This means that the metrics are
evaluated for each of the top-5 terms in the list of
retrieved term candidadates sorted in decreasing
order of their scores. In cases where the total size
of the term list returned by the filter is less than
5 then we have set k = length of the filtered term
candidate list.

As a part of the experiments we have used 3 differ-
ent ranked evaluation metrics namely Mean Aver-
age Precision (MAP), Mean Average Recall (MAR)
and Mean Average Fl-score (MAF1). MAP is
the mean of Average Precision@k (AP@k given by
Equation ) over all the documents of the collec-
tion. Similarly, MAR is the mean of Average Re-
call@k (AR@k given by Equation {) over all the
documents of the corpus. MAF1 is the harmonic
mean of AP@Qk and AR@k over all the documents
in the collection.

TPQi

k
Average Precision(k) = Z w 8)
i=1

TPQi
TPQif FNQ@i
k

k
Average Recall(k) = Z 9)
=1
where TP is the number of true positives, FP is the
number of false positives and FN is the number of

false negatives.

6.

The results obtained are illustrated in Table m and
Table P. As can be seen the scores for all the algo-
rithms are not very high. Furthermore, it can be
observed that the values for precision are higher
than the recall values for both ranked and un-
ranked evaluation metrics. This is primarily due
to the sub-optimal selection of term candidates
for each document. As discussed previously the
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term candidates were filtered by first annotating
the documents with the tnt tagger, followed by
chunking performed using the RegexpParser (both
tnt tagger and RegexpParser are available as a part
of the NLTK package) to select the noun phrases
as term candidates. However it was observed that
tagger had limited capacity and a large number of
chunks were annotated with <UNK> tokens (un-
known tokens). As a result a very low number of
term candidates (noun phrases) were filtered for
each document which in turn brought down the
recall scores leading to very high false negatives.

It is also interesting to note that the values for the
ranked metrics is lower is than the values for the
unranked metrics which indicates that scoring al-
gorithms don’t reflect the gold standard lists; they
assign higher ranks to non-term entities. There
are two possible reasons for this; firstly, the list
of filtered term candidates is not representative of
the gold standard and as result the performance is
low irrespective of the rank assigned by the scor-
ing algorithm; and secondly another reason could
be that termhood in this domain is not reflected
by frequency of occurrence. However, on closer
inspection of the results we found that where an
appropriate list of term candidates had been fil-
tered out, the term scores were high and which in
turn indicated that term candidates have high oc-
currence frequency in both the target as well as the
background corpus thus ruling out the possibility
of the second reason mentioned previously.
Furthermore, as illustrated in Table P algorithms
belonging to the same class; frequency based ap-
proaches namely TF-IDF and RIDF exhibit sim-
ilar performance and similarly background cor-
pus based approaches namely Domain Pertinence,
Weirdness and Relevance have similar perfor-
mance. This is because of similar ranking patterns
across a specific class of algorithms.



Also, it is interesting to note that background cor-
pus based methods have a slightly better perfor-
mance than the frequency based approaches, this
is indicative of the positive influence of the back-
ground corpus on the task at hand.

7. Conclusion and Future Work

To conclude the dataset described here is the first
term annotated dataset for Hindi. During evalua-
tion of this dataset with unsupervised algorithms
we observed that the score of frequency and back-
ground corpus based methods is not high. As dis-
cussed previously, this is primarily due to the sub-
optimal performance of tagger leading to inefficient
selection of term candidates. Another important
aspect is the search criteria for chunking, introduc-
tion of more complicated noun phrasal structures
can improve performance of the term extractors.
Annotation for under-resourced languages is one of
the most challenging problems in natural language
processing (NLP). It is difficult to find trained ex-
pert annotators in order to ensure a high quality
of annotation of the datasets. In this research, the
dataset has been annotated by one annotator and
we are aware that there can be bias in the dataset.
However, the annotations provided here can serve
as seed annotations for more sophisticated self-
supervised and semi-supervised algorithms which
we hope can then establish state-of-the-art bench-
marks for under-resourced term extraction. Also,
it is important to note that supervised learning al-
gorithms are used to noisy annotate datasets in
NLP, however terms are references to domain con-
cepts and we are not aware of any machine learning
algorithm that can essentially map concepts; it is
one of the longstanding problems in the area of ar-
tificial intelligence and therefore the manually an-
notated dataset presented here better models the
domain concepts of education.

Finally, this is an ongoing research and we hope
to add more annotators as well as develop bet-
ter annotation guidelines in order to improve the
annotation quality of this dataset in the future.
Furthermore, we also intend on adding more doc-
uments to the collection so that the dataset can
be meaningfully used to train deep learning based
architectures for term extraction. From an algo-
rithmic perspective, we plan on the development of
novel algorithms which can beat the current state-
of-the-art on the task of term extraction for under-
resourced languages.
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