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Abstract

In Neural Machine Translation, it is typically
assumed that the sentence with the high-
est estimated probability should also be the
translation with the highest quality as mea-
sured by humans. In this work, we question
this assumption and show that model esti-
mates and translation quality only vaguely
correlate. We apply Minimum Bayes Risk
(MBR) decoding on unbiased samples to opti-
mize diverse automated metrics of translation
quality as an alternative inference strategy
to beam search. Instead of targeting the hy-
potheses with the highest model probability,
MBR decoding extracts the hypotheses with
the highest estimated quality. Our experiments
show that the combination of a neural trans-
lation model with a neural reference-based
metric, BLEURT, results in significant improve-
ment in human evaluations. This improvement
is obtained with translations different from
classical beam-search output: These transla-
tions have much lower model likelihood and
are less favored by surface metrics like BLEU.

1 Introduction

Neural sequence-to-sequence models constitute
the state-of-the-art for machine translation. These
models estimate the probability of a target sen-
tence given a source sentence. At inference, it is
commonplace to approximate the maximum-a-
posteriori (MAP) hypothesis with beam search
in order to output a sentence with (close to) the
highest probability given the provided source.
This strategy assumes that the sentences with
the highest estimated probabilities should also
be the translations with the highest quality as
measured by humans. This assumption can be
questioned based on two observations: (i) Neu-
ral Machine Translations (NMTs) generated by
beam search are ranked below human translations
in professional evaluations (Freitag et al., 2021a)
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while (ii) the NMT model itself considers human
translations much less likely than its beam outputs
(Ottetal., 2018). These observations clearly show
that estimated probability and translation quality
do not always correlate. An example is given in
Table 1, where beam search generates a transla-
tion using mostly frequent words which results in
inaccuracies. The two correct human translations
contain infrequent words and phrases with low
estimated probabilities based on the model.
These observations do not in themselves sug-
gest an alternative to likelihood in selecting better
hypotheses. For that, we look at recent progress in
automated evaluation. Recently introduced utility
metrics, such as BLEURT (Sellam et al., 2020a) or
Comer (Rei et al., 2020), estimate human judg-
ments u(h,r) from a candidate translation » and
a reference human translation r with a neural net-
work. These learned metrics have shown higher
correlation with human judgments compared with
traditional metrics based on lexical overlap such
as BrLeu (Papineni et al., 2002) and METEOR
(Banerjee and Lavie, 2005). BLEURT and COMET
have also been shown by the WMT metric task
(Freitag et al., 2021b) to perform better than YiSi
(Lo, 2020), which measures overlap in a neural
embedding space. BLEURT and CoMET are able to
evaluate hypotheses with different word choices,
sentence structures, and lengths compared to the
reference translations. Unlike overlap-based met-
rics like BLEu, these metrics do not necessarily
prefer the most likely tokens to increase the chance
of covering n-grams in the reference translations
(Freitag et al., 2020). When comparing a model
output h and an alternative human reference 7/,
BLEu and BLEURT behave differently. While BLEU
often estimates the quality of the model output & to
be much higher than the alternative human trans-
lation 7’ (BLeu(h,r) > Breu(r’, 7)), BLEURT and
CoMerT typically prefer the human translation over
the MT output (BLEURT(h,r) < BLEURT(1',1)).

Transactions of the Association for Computational Linguistics, vol. 10, pp. 811-825, 2022. https://doi.org/10.1162/tacl_a_00491
Action Editor: Stefan Riezler. Submission batch: 1/2022; Revision batch: 4/2022; Published 8/2022.
(© 2022 Association for Computational Linguistics. Distributed under a CC-BY 4.0 license.


mailto:freitag@google.com
mailto:grangier@google.com
mailto:qijuntan@google.com
mailto:bowenl@google.com
https://doi.org/10.1162/tacl_a_00491

system translations logP
source Der Ausbruch sei ‘‘mit Ansage’” gekommen.

MAP/ beam The outbreak came ‘‘with announcement.”’ —2.82
human-A The outbreak occurred ‘‘predictably.” —18.1
human-B The outbreak happened *‘on cue.” —18.74

Table 1: Example of De—En translations generated by NMT or humans.
Human translations obtain a low model estimated probability (logP) as

they do not generate the most frequent and direct translation.

This behavior generally agrees with professional
raters (Toral, 2020).

These observations suggest that selecting model
hypotheses likely to have a high quality score
with respect to learned neural utility metrics
should bring the quality of MT output closer
to that of human translations. For that, we rely
on Minimum Bayes Risk (MBR) decoding, in
particular the sampling-based approximation re-
cently introduced by Eikema and Aziz (2020).
Sampling-based MBR starts with a set of unbi-
ased samples drawn from an NMT model and
finds the candidate which has the highest average
utility when each hypothesis in the set is used as a
pseudo-reference.

This MBR strategy has several potential pitfalls.
First, the expectation of utility under the model
distribution is used as a proxy to the expecta-
tion under the true underlying (human translator)
distribution. This means that a high divergence
between these two distributions will affect MBR
(Pitfall 1: model quality). Second, the utility met-
ric might be unreliable in areas of the space where
it has not been evaluated (e.g., with low quality,
low probability pseudo-references). This might
cause its expectation to be very different from
single point evaluations with high quality hu-
man references (Pitfall 2: utility validity over the
reference space). Third, even if MBR discovers
hypotheses with high utility with respect to actual
human references, there is no guarantee that these
hypotheses will receive high human judgments be-
cause these hypotheses are not necessarily close
to the conditions for which the utility metrics have
been designed (Pitfall 3: utility validity over the
hypothesis space).

This paper evaluates MBR decoding for mul-
tiple utility functions and measures whether their
predictions indeed improve the actual utility with
respect to human references. We show that an

NMT model based on the transformer-big ar-
chitecture and BLEU, CHRF, Yi1s;, and BLEURT
successfully avoid Pitfalls 1 and 2. We also study
the robustness of these conclusions with respect to
the number of considered samples and model size.
We then conduct a human evaluation of MBR
hypotheses with high estimated utility according
to different metrics to assess Pitfall 3. We show
that MBR decoding using BLEU as a utility met-
ric slightly improves over beam search decoding,
even though the difference between these two
translations are minor. In contrast, MBR using
BLEURT as a utility metric generates translations
further away from beam output. These transla-
tions are given significantly higher human quality
ratings compared with beam search and the other
MBR hypotheses.

Our contributions are:

e We are the first to use neural metrics—
Yist and BLEUurRT—as utility functions during
MBR decoding.

e We run a human evaluation with profes-
sional translators to assess the quality of
MBR decode using different utilities.

e We show that MBR using BLEURT outper-
forms beam search decoding according to
human judgments from experts.

e We further demonstrate that MBR decoding
with BLEURT results in less likely transla-
tions which are lexically different from both
beam output and MBR output relying on
overlap-based utilities.

e We release all model hypotheses, candidate
lists and human ratings as part of this paper.'

"https://www.kaggle.com/datasets/google
/machine-translation-mbr-with-neural-metrics.
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2 Related Work

Minimum Bayes Risk (MBR) decoding stems
from statistical decision theory from the principal
of maximization of expected utility (Bickel and
Doksum, 1977; Berger, 1985). MBR has been ap-
plied to parsing (Goodman, 1996; Sima’an, 2003)
and speech recognition (Stolcke et al., 1997; Goel
and Byrne, 2000). The same idea was later applied
to bilingual word alignment (Kumar and Byrne,
2002) and machine translation (Kumar and Byrne,
2004). MBR was used to maximize overlap met-
rics such as BLeu (Papineni et al., 2002) with
statistical MT systems (Kumar and Byrne, 2004;
Smith and Eisner, 2006; Tromble et al., 2008).

After the advent of neural machine transla-
tion (Sutskever et al., 2014), most methods relied
on beam search to approximate MAP decoding
(Bahdanau et al., 2015; Gehring et al., 2017;
Vaswani et al., 2017). The question of optimizing
utility metrics of interest such as BLEU was also
explored. Approaches based on structured risk
minimization (Edunov et al., 2018) or reinforce-
ment learning (Bahdanau et al., 2017; Leblond
et al.,, 2021) considered modifying the training
procedure.

MBR decoding has recently gained attention
in MT as a decision rule with the potential to
overcome some of the biases of MAP decoding
in NMT (Eikema and Aziz, 2020; Miiller and
Sennrich, 2021; Eikema and Aziz, 2021). While
most prior work on MBR decoding for MT is
based on k-best lists obtained via beam search,
Eikema and Aziz (2020) proposed to use an ap-
proximation of MBR decoding based on unbiased
sampling to overcome the shortcomings of MAP
decoding. They demonstrated that samples from
the NMT model are faithful to the training data
statistics, while beam search is not. We adopt their
sampling-based MBR decoding approximation in
all our experiments.

The application of MBR to neural MT has
focused on maximizing classical overlap-based
metrics like BLEU, METEOR, CHRF, or BEER
(Stanojevi¢ and Sima’an, 2014). Our work builds
upon recent advances in the automatic evaluation
of MT (Mathur et al., 2020), which has shown
the emergence of learned utility metrics based on
neural networks. We consider using neural met-
rics for MBR, which has not been done before.
These metrics are neural networks that consider a
pair of sentences (a hypothesis, and a reference)
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or a triplet of sentences (a source, a hypothesis
and a reference) and output a real-valued score
estimating the quality of the hypothesis. They
rely on pre-trained monolingual or multilingual
neural language models. The first generation of
neural utility metrics uses neural models to extract
pre-trained sentence and word representations to
compute distances indicative of semantic prox-
imity, for example, BERTScoRrE and Yist (Zhang
et al., 2020; Lo, 2019). Later, a second genera-
tion of neural utilities proposed to fine-tune neural
models on human judgments, either through re-
gression or ranking tasks. These approaches, such
as BLEURT and CoMET (Sellam et al., 2020a; Rei
et al., 2020), have shown better correlation with
human judgments (Mathur et al., 2020).

3 Method
3.1

MBR relies on two essential components: a ma-
chine translation model and a utility metric. The
translation model Ppogei(y|2) estimates the prob-
ability of any target segment y given a source
segment x. The utility metric u(h,r) estimates
quality of a candidate translation A given a
reference translation 7.

Given a set of hypotheses H, we would like to
select the best hypothesis according to its expected
utility with respect to the distribution over human
references in the space of all sequences (2, namely,

arg max

{u(h,r)}
heH

arg max Z u(h,7) Pruman (7])-
heH ref

Minimum Bayes Risk Decoding

hbest E

7"’\’Ijhumam('h;)

)

Because Phyman(7|2) is unknown, we need to rely
on the model estimate instead, that is,

pmodel _ arg max Z u(h, y)Pmodel(y|m)' 2)
heH yen

This substitution assumes that the model provides
a good approximation for the true underlying (hu-
man translation) distribution. As integrating over
(), the space of all sequences, is intractable, MBR
relies on a finite sample estimate by sampling a
set of pseudo references Hmoder from Progel (| 2)-
This yields

1
| Hmodel |

hMBR

> ulhy). 3

ye Hmudel

= arg max
heH



Commonly, one relies on the same set of model
hypotheses for H (candidate pool) and Hpodel
(pseudo-references), that is, H = Hmodel- In that
case, growing Hmodel has two beneficial effects: A
larger set provides a better approximation of the
expected utility (reducing finite sample variance)
while the maximum over a finite candidate pool
obviously increases as the candidate pool grows.

Growing Hpoedel 1S, however, computationally
costly, both to obtain hypotheses and to evalu-
ate their cross-utility. In all our experiments, we
adopt the sampling-based approximation to MBR
decoding (Eikema and Aziz, 2020) to generate a
finite set of samples from a neural machine trans-
lation model. Eikema and Aziz (2020) showed
that unbiased sampling provides a good approxi-
mation for the underlying model distribution. The
cost of sampling is linear in the size of the set.
Cross-utility can involve evaluating a large neural
network as well and the cost of utility computa-
tion is generally quadratic in the size of the set.
It is important to add that we generate indepen-
dent samples, which implies that sentences with
higher model probabilities have a higher chance
to be drawn several times. By doing so and not
deduping the candidate lists, we do not need to
incorporate (again) the model probabilities during
MBR decoding.

3.2 Utility Metrics

The automatic evaluation of machine translation
is an active area of research (Mathur et al., 2020;
Freitag et al., 2021b). MBR decoding centrally
relies on a reference-based utility metric: Its goal
is to identify a hypothesis with a high estimated
utility (expectation under model distribution) with
the hope that a high estimated utility translates
into a high actual utility (with respect to a human
reference), which itself should translate to a high
human quality judgment. We experiment with
utilities from different families of metrics:

Lexical Overlap: BLEU Bireu (Papineni et al.,
2002) measures lexical overlap as the geomet-
ric mean of the precision of n-gram matches
with n < 4 on the corpus level and adds a
brevity penalty to penalize low recall hypothe-
ses. As MBR decoding requires segment-level
scores, we use add-one smoothed sentence-level
BLeu (sBLeu) (Lin and Och, 2004). during MBR
decoding as an approximation. We use Sacre-
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BLEU (Post, 2018) for reporting corpus-level
BLEU scores.”

Lexical Overlap: CHRF We use CHRF
(Popovié, 2015) as an additional lexical overlap
metric. CHRF uses character n-grams instead
of word n-grams to compare the MT output
with the reference. For CHRF we use the Sacre-
BLEU sentence_chrf function (with default
arguments>).

Embedding-based Overlap: YISI We also
evaluate MBR decoding with neural utilities
which has not been done before. We rely on
Yisi-1-BERT (Lo, 2020) to represent first gen-
eration neural metrics, namely, metrics focusing
on embedding-based overlap and not fine-tuned
on human judgments. This metric relies on BERT
(Devlin et al., 2019) to compute in-context word
embeddings and then perform bi-directional align-
ments of n-gram matches in the embedding space
to compute an F-score. For our experiments, we
rely on base-cased BerT for English language
evaluation and the multilingual model MBErT for
other languages. We use our in-house reimple-
mentation of YiSi.

Neural, Fine-tuned: BLEURT We rely on
BLEURT to represent second generation neural met-
rics, that is, metrics not focusing on overlap but
fine-tuned on human judgments instead. BLEURT
is a regression model and relies on a learned em-
bedding of the concatenation of the hypothesis
and the reference translation. One of the strengths
of BLEURT is that it can evaluate translations of
different sentence structure, wording, and length
in an unbiased fashion, as it is not focusing on
any kind of overlap. This was one of our main
motivations to revisit MBR decoding with neu-
ral metrics. We conducted experiments on two
versions of BLEURT.

e BLEURT v(.1

BLEURT V0.1 is a cased version of BLEURT
(Sellam et al.,, 2020b) based on Rem-
BERT (Chung et al., 2020). The model was
pre-trained on more than 110 languages, and
jointly fine-tuned on 13 target languages

2BLEU+case.mixed-+lang. LANGPAIR-+numrefs.
+smooth.exp+tok.13a-+version.1.5.0.

3chrF2+lang LANGPAIR-+numchars.6+space.false-
+version.1.5.0.



using the z-normalized WMT human eval-
uation data from 2015-2018.

BLEURT v0.2

BLEURT v0.2 is a joint model for all lan-
guage pairs and is based on RemBERT. In
addition to the fine-tuning data used for
BreurT v0.1, it also uses the WMT hu-
man evaluation data from 2019 and synthetic
examples which consist of identities, alterna-
tive references, and random sentence pairs.
Motivation for the latter was improved per-
formance on very bad translations, a scenario
frequently observed when scoring a candi-
date list during MBR decoding. Furthermore,
instead of training BLEURT on the unbounded
z-normalized scores, we manually scale them
to a 01 range and clip the outliers.

4 Experimental Setup
4.1 Data and Model

We run experiments on two language pairs:
English—+German (En—De) and the reverse
direction German—English (De—En) with mod-
els trained on WMT training data (Barrault
et al., 2019). We use news-commentary-vl15,
paracrawl-v5.1, europarl-v10, and commoncrawl
as training corpora with ~57 million training
examples after filtering out noisy data with con-
trastive data selection, as proposed by Wang et al.
(2018). We also remove sentences longer than 250
tokens and sentence pairs with a source/target ratio
exceeding 1.5. We use newstest2019 as our dev
set to pick checkpoints and newstest2021 (Barrault
et al., 2021) as our test set. For newstest2021, we
have two reference translations (Ref-C and Ref-D
for En—De and Ref-A and Ref-B for De—En).

4.2 Model

We use the transformer implementation in lingvo
(Shen et al., 2019), using a model similar to the
transformer-big setting (Vaswani et al., 2017).
The model has 6 encoder and 6 decoder layers,
model dimension size of 1,024, hidden dimension
size of 8,192, and the number of multi-attention
heads is 16. Our models use a vocabulary of 32k
subword units (Kudo and Richardson, 2018). We
train the models until convergences for around
300,000 updates with a batch size of 43,000.
We follow the suggestion of Eikema and Aziz
(2020) and train our models without label smooth-
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ing. This slightly drops accuracy by 0.5 BLEU
points on both language pairs when compared
with a model using label smoothing. We run beam
search with beam size of 4 and length penalty as
described in Equation 10 in Wu et al. (2016) using
a = 0.5. We do not use coverage penalty as this
does not improve the results. For MBR decoding,
we generate 1,000 unbiased samples for each
source sentence.

4.3 Human Evaluation

We run two different human evaluations in
this paper. For our main results, we run a hu-
man evaluation based on the Multidimensional
Quality Metrics (MQM) methodology (Uszkoreit
and Lommel, 2013) with professional transla-
tors. Freitag et al. (2021a) showed that this
human evaluation is more reliable than typical
scalar-value evaluation using crowd-workers. For
ablation studies, we use a scalar-value human
evaluation with professional translators similar
to what is typically implemented in WMT as
this human evaluation setup is cheaper and less
time-consuming.

431 MQM

We hired 9 professional translators (4 for En—De
and 5 for De—En) and measure translation qual-
ity with a document context version of MQM
(Lommel et al., 2014) which mimics the setup
proposed in Freitag et al. (2021a). This includes
using the same error categories, severity levels,
and error weighting schema. As suggested in the
study, we weight each major error with 5 and
each minor error with 1, except for minor punc-
tuation errors, which get a score of 0.1. The final
segment-level score is an average over scores
from all annotators. We refer the reader to Freitag
et al. (2021a) for the details on error categories
and annotator instructions.

432 pSQM

In some of our ablation experiments, we con-
duct a human evaluation via profesional Scalar
Quality Metric (Freitag et al., 2021a). This evalu-
ation presents each source and translated segment
from a document in a table row, asking profes-
sional translators to pick a rating from O through
6. The rater can scroll up or down to see all the
other source/translation segments from the docu-
ment. The final score for each of the systems is
an average over their segment-level scores. We



Method Automatic Evaluation Model Human Eval
BLeu sBrLeu Curr Yisi BL.1 BL.2 logP MQM |
Human Transl. Ref-D 315 31.6 609 847 371 756 =380 0.388
Beam 4 343 342 625 853 268 71.6 —11.5 2.030
sBLEU 347 348 625 854 234 705 -—11.2 1.855
CHRF 342 343 641 857 258 714 —13.2 2.139
MBR Yis1 342 342 628 860 264 716 —114 2.445
BreurT vO0.1 292 294 60.0 843 50.0 77.1 -—18.7 1.571
BreurT v0.2 254 26.0 5777 83.1 439 79.0 -244 1.661°

Table 2: Actual utility, log-likelihood (logP) and MQM score for different MBR methods and
beam search on newstest2021 En—De computed with human reference Ref-C. All MQM results
labeled with t are significantly better than beam search based on PERM-BOTH significance testing

(Deutsch et al., 2021) with p = 0.001.

Method Automatic Evaluation Model Human Eval
BrLeu sBreu Cure Yisi BL.1 BL.2 logP MQM |
Human Transl. Ref-B 295 304 57.7. 828 383 754 -—-23.0 0.447
Beam 4 33.1 342 612 84.1 41.1 752 —6.1 0.345
sBLEU 333 34.7 61.1 84.1 40.1 75.0 7.1 0.323
CHRF 325 341 622 842 41.7 753 —-8.0 0.380
MBR Yis1 326 33.8 608 844 415 75.1 7.7 0.307
Breurt vO0.1 282 297 585 829 419 773 -—-11.8 0.302
BreurT v0.2 284 30.0 582 829 412 782 -—12.2 0.272

Table 3: Actual utility of different MBR methods on newstest2021 De—En. Actual utility is
computed with respect to reference A. This table is the equivalent of Table 2 for En—De.

run pSQM evaluations in our ablation studies for
En—De with 3 professional translators.

S Experimental Results

In this section, we discuss the main results of our
study. First, we look into the automatic scores to
investigate if MBR results in higher actual utility
scores when estimating the expectation of the same
utility. Second, we look into the human evaluation
results to investigate how well the improvements
in utility scores can transfer to human judgments.

5.1 Automatic Evaluation

MBR decoding chooses the translations with the
highest estimated utility in a candidate list with
the hope that this translation also gets a high actual
utility score with respect to a human reference. We
run MBR decoding with the utilities SBLEU, CHRF,
Yisi, BLEurT v0.1, and BLEURT v(.2. We verify
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whether our NMT model is accurate enough for
its candidate list to serve as a proxy for the human
distribution. Experimental results with a 1,000
candidate list generated by unbiased sampling are
summarized in Tables 2 and 3. For all utilities, the
hypotheses with the highest estimated utility can
generate a higher actual utility (bold, underlined
numbers) when compared to the beam search
output. This shows that the expectation of utility
under the model distribution is a good proxy for the
actual utility with respect to a human translation.

Interestingly, MBR with overlap-based metrics
(sBLeu, CHRF, Yisi) prefers high log likelihood
hypotheses, with [ogP similar to MAP decodes.
Rewarding reference overlap—even with an em-
bedding distance in the case of Yis—favors the
most common wording with the highest chance
to match the surface form or embedding of a
phrase in the reference translation. The BLEURT
metrics, on the other hand, do not rely on overlap



evaluation and can reward less frequent trans-
lations. BLEURT selects alternative translations,
which are not scored highly by overlap metrics
like BLeu and which are not among the high-
est likelihood (logP) sentences according to the
underlying NMT model.

5.2 Human Evaluation

Automatic metric results are encouraging but need
to be confirmed with human assessments. We ran
MQM-based human evaluations with professional
translators for all MBR decoding outputs, beam
search, and one human translation. MQM gener-
ates an interpretable error score (lower is better)
and a score of 1 is equivalent to an average of
one minor error per sentence, while a score of
5 is equivalent to an average of 1 major error.
The MQM results in Tables 2 and 3 show that
MBR decoding with BLEURT clearly outperforms
(significantly, in the case of En—De) beam search
decoding and MBR decoding with sBLEU, CHRF
and Yisi, demonstrating that when comparing dif-
ferent decoding strategies, model probability and
actual human assessment poorly correlate. Inter-
estingly, MBR using BLEuU as the utility function
is also better than beam search decoding, while
CHRF and Yis1 are ranked below beam search for
at least one language pair.

We have to mention that the human translation
for En—De outperforms all machine generated
translations. For De—En, the human translation is
ranked behind all machine generated translations.
We looked into the ratings and confirm that the
human translation contains critical errors (this is
in line with the official WMT21 human evaluation
[Barrault et al., 2021]), showcasing how important
it is to generate a good human translation when
comparing MT with humans.

6 Ablation

We run ablation experiments to better understand
the properties of MBR. We will mostly focus on
experiments for English—German due to space
and cost constraints.

6.1 Smaller Model

The candidate lists used by MBR in the main
results section (Section 5) were generated by an
NMT model using 375 million parameters similar
to the transformer-big architecture. We raise the
question if MBR using BLEURT v(.2 still avoids
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Model BrLeu BL.2 pSQM 1
T . bi Beam 343 71.6 447
Fansiormer-blg  \iBR-BL.2 25.4 79.0  4.67
Transformer-base Beam 322 69.7 4.31
MBR-BL.2 21.8 70.5 3.55
E=base; max=big MBR-BL.2 23.5 76.2 n/a
E=big; max=base MBR-BL.2 23.5 73.0 n/a

Table 4: Candidate list generation with either
transformer-big or transformer-base model. The
last column shows pSQM human evaluations re-
sults (higher is better). The results demonstrate
that MBR needs a good model to outperform
beam search.

Pitfall 1 and outperforms beam search when using
a candidate list that is generated by a weaker
model that is trained with 93 million parameters
(model dimension size of 512, hidden dimension
size of 2,048, and 8 transformer heads) similar to
the transformer-base architecture. Experimental
results can be seen in Table 4. We can see that the
performance drops by 2 BLEU and 2 BLEURT points
when comparing the beam hypotheses of the two
different NMT models, indicating that the smaller
model is indeed of lower quality.

Even though MBR outperforms beam decod-
ing by 0.8 BLEURT points on the transformer-base
model, the gap is much smaller than what we ob-
serve with the bigger model (7.4 BLEURT points).
This already indicates that MBR is less effective
on the smaller model, and the candidate list might
not be good enough as a proxy for human ref-
erences. We run a human evaluation comparing
the two decoding algorithms on the small model
and find that translation quality actually drops for
the small setup when using MBR decoding. This
shows that MBR requires a good quality candidate
list to outperform beam search.

MBR uses the candidate list in two ways: (i) as a
candidate pool from which it picks the hypothesis
with the maximum estimated Bayes risk (max
step) and (ii) as a list of pseudo-references to
calculate the expected risk for each entry in the
candidate pool (E step). It is not required that both
operations use the same list. We run MBR decode
using the candidate list of the small model on the
E side and the candidate list of the larger model
on the max side and vice versa. The BLEURT v0.2
results in the last two rows of Table 4 show that
the candidate list generated by the smaller model
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Figure 1: Effect of different candidate list sizes on MBR decode with utility BLEURT v0.2 by either randomly
sampling or choosing the candidates with the highest logP. We can reduce the number of candidates either only
on the maximization or the expectation step alone or tight the two lists together. The graph shows that randomly
subsampling the candidate list outperforms choosing candidates based on logP. Another evidence that we want the
translations to steer away from the most probable translations. Further, pruning via sampling on the expectation
side is more effective than reducing the candidate pool on the maximization side.

has a larger negative effect when used on the max
operation compared to using it on the [E side only.
Overall, the results show that it is not sufficient
to use the candidate list of the smaller model on
either the IE or the max operation.

6.2 Candidate List Size

All our MBR decoding results in the main re-
sults section (Section 5) rely on a candidate list
size of 1,000. Generating 1,000 candidates and
computing 1,000x1, 000=1M BLEURT scores for
each source sentence is computationally costly
and would not be practical at scale. We explore
two different strategies to prune the candidate list
via either (i) random sampling, or (ii) based on the
model probabilities (logP). Similar to Section 6.1,
we can apply the pruning strategies to either the £
list, the max list or both lists. Experimental results
can be seen in Figure 1.

There are three major insights: (i) if we
prune both operations in MBR, randomly down-
sampling the candidate list size to a size of 8
(En—De) or 13 (De—En) already outperforms
beam decoding based on BrLeurt. (ii)) We can
aggressively sub-sample the candidate list used
for the expectation (E). For En—De, we observe
major improvements over beam search decoding,
shrinking the candidate list to 5 on the E side,
resulting in only 5x 1, 000=5,000 BLEURT compu-
tations for a single source sentence. This confirms
the findings of Section 6.1 that we rely more on
the quality and size of the candidate pool on the
maximization step than on the expectation. (iii)
The results in Figure 1 suggest that the MBR
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output most likely further improves when increas-
ing the candidate list size beyond 1,000. This is
different from beam search where accuracy gains
are typically not achieved by growing beam size
beyond a small number (< 10).

6.3 Oracle Experiments

We conduct oracle experiments to evaluate how
the MBR hypotheses compare with selecting the
best hypothesis with respect to a human refer-
ence. Given a human translation refyyman, W€
select the best hypothesis according to maxpecy,, .
BLEURT(h, refhyman) and report its BLEURT score.
This assesses the gap between our decoding
strategy and an oracle decision.

We consider two scenarios: selecting and evalu-
ating a hypothesis with the same human reference,
or selecting a hypothesis with a first reference
before evaluating it with a second, different refer-
ence. The second method considers the selection
reference and the evaluation reference as two in-
dependent samples of the human translation space.
This avoids biasing selection to translation choices
specific to the evaluation conditions.

Table 5 reports these results. In the different
reference scenario, MBR performs better than
the cross human selection, for example, selecting
the best hypotheses with Ref-C yields a BLEURT
score of 0.774 with Ref-D which is lower than
0.789, the BLEURT score of MBR with Ref-D. It
is remarkable that the inter-translator variability
in single reference automated evaluation causes
more damage in oracle selection than the drop



Actual Model

Ref-C Ref-D mean  Est.
Human Ref-C 0963 0.757 0.860 0.680
u Ref-D 0.756 0963 0.860 0.677
Ref-C 0.827 0.774 0.801 0.709
Oracle Ref-D 0.779 0.828 0.805 0.711
Ref-C+D 0.810 0.815 0.813 0.719
MBR BL.2 0.790 0.789 0.790 0.739

Table 5: Actual versus estimated BLEURT v(.2
of human references, oracle selection and MBR
on Newstest2021 En—De. This table shows that
BLEURT estimates that the oracle method is biased
toward a specific human reference.

Rank wrt BLEURT v0.2 Ref-C

pS p25 p50 p75 p95
MAP 13 78 181 355 717
Oracle Ref-D 1 4 18 78 327
MBR BL.2 1 3 8 26 105

Table 6: Ranking (lower is better) of the top
candidate selected by each decoding method, as
ranked among the 1,000 candidates using BLEURT
v0.2 (BL.2). The percentiles are calculated on the
1,002 test queries of Newstest2021 En—De. A
smaller value indicates that the chosen candidate
is also preferred by the actual Ref-C BL.2 metric.
This table shows that MBR provides more stable
quality estimates than single references.

due to swapping human references for model
estimates.

Table 6 shows percentiles of the rankings of
the selected translations among the candidate list
as ranked by BLEURT v0.2 with respect to Ref-C.
The median ranking (p50) of the MBR output is
8 out of 1,000, while the median raning of the
MAP hypothesis is only 181. Interestingly, the
MBR output even achieved higher ranking than
the oracle candidate selected by Ref-D BLEURT
v0.2 score, confirming the observation in Table 5
that model-estimated MBR provides more reliable
quality estimates than selecting hypothesis with a
single human reference translation.

6.4 Comparison to QE Metrics

Similar to reference-based metrics, reference-free
—Quality Estimation (QE)-metrics have made
huge improvements in the last years and show
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promising performance for some language pairs
and test sets (Mathur et al., 2020). We pose the
question whether a QE metric alone is sufficient
to rerank the candidate list that we usually use
for MBR decoding. The obvious advantage is
that we only need N (/N being the size of the
candidate list), instead of N x N metric calcula-
tions. We present results with two different QE
metrics: COMET-QE-20 (Rei et al., 2020) and
COMET-QE-21 (Rei et al., 2021). These two met-
rics were the best QE metrics based on the two
most recent WMT metric tasks (Mathur et al.,
2020; Freitag et al., 2021b). Experimental results
for En—De and De—En can be seen in Table 7.

Both reranking experiments show similar pat-
terns: The QE-based reranking outputs outperform
beam search and MBR with BLEURT v0.2 on both
QE-metrics. Nevertheless, we can see that most
reference-based metrics set the QE-based reranked
output below both the beam search and the MBR
output. When looking into the translations, we
observed that some sentences in the QE-based
reranking approach contain translations with cru-
cial errors or the translation is unrelated to the
source sentence. The human evaluation results in
Table 7 confirm our impression that the reranked
translations are of lower quality when compared
to our MBR output or the beam search hypothe-
sis. One potential reason of the underperforming
reranking experiments can be the quality of the
candidate list. As a reminder, the candidate list
consists of unbiased samples drawn from the NMT
model. Some of the samples are of bad quality and
partially or entirely unrelated to the source sen-
tence. While MBR compares the different samples
with each other and penalized samples that are dif-
ferent to the other ones, the reranking approach
solely relies on the QE metrics and does not have
this safety mechanism.

7 How Different are Beam and
MBR Hypotheses?

In Section 5, we observed that the model proba-
bilities of the MBR output using BLEURT V0.2 is
lower when compared to the beam search output.
We want to further characterize the differences
between these two decoding algorithms.

7.1 Cross BLEU

BLEU measures the lexical overlap between a hy-
pothesis and a reference translation. It can also be



Method Reference-based Evaluation COMET-QE Model
Breu Curr Yist BL.1 BL.2 2020 2021 logP pSQM+1
Human Transl. Ref-D 31.5 609 84.7 37.1 756 397 114 —-380 n/a
Beam 4 343 625 853 268 71.6 360 109 —115 447
MBR BLEURT V0.2 254 5777 831 439 79.0 434 10.8 —-244 4.67
Reranking COMET-QE-20 20.1 522 80.7 102 398 60.6 11.9 -31.7 4.05
COMET-QE-21 152 443 769 —124 63.1 435 128 -32.8 3.44

Table 7: Reranking results with COMET-QE on Newstest2021 En—De. Actual utility is computed with
respect to reference C. pSQM are human evaluation results on the same sentences (higher is better).

Beam MBR Human

FB O-W UEdin Ours BrLeu Curr Yisi BL.1 BL.2 Ref-C Ref-D

Facebook 595 67.6 569 556 540 54.1 433 350 420 384

Online-W 594 564 539 529 528 518 426 347 413 404

Beam UEdin 67.6 56.5 62.1 595 574 57.8 43.7 354 38.0 357

Ours 570 54.0 622 770 698 719 506 39.8 343 339

BLEU 55.6 53.0 596 77.0 73.5 76.8 50.7 400 347 339

CHRF 539 528 574 69.7 734 72.1 50.6 400 342 33.1

MBR  Yist 542 519 579 71.8 767 722 504 395 342 337

BL.1 433 426 437 50.5 50.6 50.6 50.3 50.7 29.2  28.7

BL.2 350 347 353 398 399 40.0 39.5 50.7 254  24.6

Human Ref-C 420 414 38.0 343 346 343 34.1 292 255 314
Ref-D 385 404 357 339 339 332 337 287 246 31.5

Table 8: Overlap (cross-BLEU) between beam search output

from different systems, our MBR

hypotheses and human references on newstest2021 En—De. Lower cross-Bleu means lower word
overlap between 2 translations. Facebook (Tran et al., 2021), Online-W, and UEdin (Chen et al., 2021)
are submissions of the WMT21 evaluation campaign. BLEURT v0.1 and v0.2 are shortened BL.1, BL.2.
We observe that the beam search output and MBR with BLEu, CHRF, and Yisi form a cluster of similar
translations, while human references and the MBR output with BLEURT (in particular BLEURT v0.2) are
different. Cross-BLEUs lower than 50 are highlighted in green.

used to measure the lexical similarity of two al-
ternative machine translations. In that case, BLEU
does not assess translation quality but surface
proximity between sentences.

Cross BLEU scores of our MBR outputs with our
MAP decode and the best submissions in WMT21
can be seen in Table 8. BLEU scores lower than 50
are highlighted in the table. Our MAP hypothesis,
the WMT?21 submissions, and our MBR hypothe-
ses using BLEU, CHRF, or Yist have high crossBLEU,
which shows that they yield similar translations.
The MBR output using BLEURT and the human
translations have low cross-BLEU with all MAP
hypotheses, which means that they use different
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words and sentence structures. It is worth high-
lighting that the two human translations are as
different from each other as they are to our MBR
output using BLEURT.

7.2 MQM Error Categories

In addition to an overall quality score, MQM
provides individual error labels with category
and severity information. Table 9 reports major
error counts for the most frequent categories,
excluding categories with similar counts from
beam and MBR. This table shows a clear advan-
tage for the MBR output for four categories.
Specifically, the number of errors in the category



En—De De—En
MBR MBR
beam beam

BL.2 BL.2
Terminology/Inappropriate for context | 151 | 98 7 6
Accuracy/Mistranslation 70 | 58 33 23
Style/Awkward 66 | 46 10
Accuracy/Omission 18 7 0 0

Table 9: Number of major errors for selected
categories for the MQM human evaluation.

Terminology/Inappropriate for context which is
problematic for En—De shows a reduction of one
third with MBR.

8 Conclusion

We explored an alternative to the commonly used
beam search decoding algorithm typically used
in NMT. We run the sampling-based approxima-
tion of Minimum Bayes Risk (MBR) decoding
to optimize BLEU, CHRF, Yisi, and BLEURT. Our
experimental results showed that MBR decoding
using BLEURT as utility function results in trans-
lations that significantly outperform beam search
decoding based on expert-based human evalua-
tion. We showed that the resulting translations are
significantly different from both the beam search
decode and MBR decoding output using one of
the other overlap-based metrics as utility function,
and have a lower model probability.
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