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Abstract

We describe the work of the READ-BioMed
team for the preparation of a submission to the
SocialDisNER Disease Named Entity Recogni-
tion (NER) Task (Task 10) in 2022. We had de-
veloped a system for named entity recognition
for identifying biomedical concepts in English
MEDLINE citations and Spanish clinical text
for the LivingNER 2022 challenge (Miranda-
Escalada et al., 2022). Minimal adaptation of
our system was required to perform named en-
tity recognition in the Spanish tweets in the
SocialDisNER task, given the availability of
Spanish pre-trained language models and the
SocialDisNER training data. Minor additions
included treatment of emojis and entities in
hashtags and Twitter account names.

1 Motivation

In this paper, we describe the READ-BioMed
(Reading, Extraction, and Annotation of Docu-
ments in BioMedicine) approach to the 2022 So-
cialDisNER Task 10 (Weissenbacher et al., 2022).
The documents in this task are Spanish-language
tweets and the task involves the annotation of dis-
ease entities in tweet text.

The READ-BioMed team has extensive experi-
ence in the processing of Twitter to identify medical
entities (Jimeno-Yepes et al., 2015; Jimeno Yepes
and MacKinlay, 2016), the analysis of large sets of
tweets for trend analysis (MacKinlay et al., 2015;
Jimeno Yepes et al., 2015; Huang et al., 2016),
pharmacovigilance using social media (MacKinlay
et al., 2017; Li et al., 2020), and for syndromic
surveillance (Ofoghi et al., 2016).

Our approach was to adapt a system previously
developed for annotation of MEDLINE citations
in the English language and clinical text in Span-
ish. Our system relies on a pre-trained transformer
based language model, which was fine-tuned for
biomedical concept recognition for the LitCOIN

challenge earlier this year1, where we ranked in
the top 5 submissions2. More recently, we adapted
this system for processing Spanish clinical texts (Ji-
meno Yepes and Verspoor, 2022) in the LivingNER
challenge (Miranda-Escalada et al., 2022).

2 Methods

In this section, we describe the methods that we
have used in the challenge. We describe the data
and the pre-processing step, the training and anno-
tation of the data and the post-processing steps that
we have followed to prepare our submissions using
the validation and testing sets.

2.1 Data

We used the data set provided by the task organ-
isers (Gasco et al., 2022). This data set contains
5,000 tweets in the training set, 2,500 tweets in the
validation set and 23,430 tweets in the testing set.

2.2 From tweets to BIO

Tweets are messages of up to 280 characters. So,
we did not split the tweets into sentences as done in
previous challenges (Jimeno Yepes and Verspoor,
2022) to support analysis with BERT-like mod-
els (Devlin et al., 2019), instead processing a com-
plete tweet as a single unit.

We define the following list of characters used
to identify token boundaries, some of these tokens
were defined as Unicode characters, e.g. ’. . . ’. All
characters except for space (’ ’) and the new line
(’\n’) were included as tokens.

split_tokens = [’¡’,’\xa0’,’_’,
’¿’,’=’,’+’,’*’,’;’,’&’,’ ’,
’-’,’.’,’[’,’]’,’...’,’(’,’)’,
’,’,’/’,’%’,’:’,’#’,’@’,’”’,
’“’,’-’,"\n",’?’,"’",’!’,’"’]

1https://ncats.nih.gov/funding/
challenges/litcoin

2https://ncats.nih.gov/funding/
challenges/litcoin/winners

https://ncats.nih.gov/funding/challenges/litcoin
https://ncats.nih.gov/funding/challenges/litcoin
https://ncats.nih.gov/funding/challenges/litcoin/winners
https://ncats.nih.gov/funding/challenges/litcoin/winners
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In addition to the token list defined above, we
also used the python library emoji3, set up for the
Spanish language, to identify emoji tokens. Tweets
in all the data sets (training, validation and testing)
were tokenised using the same process.

The training and validation sets include informa-
tion about the disease entities annotated per tweet,
which are provided in a tab separated values file.
For each entity, the tweet id and the offset of the
entities are available and are used to identity the
tokens and label each one of them using the IOB la-
beling (Ramshaw and Marcus, 1995). The B label
is used to denote the first token of a disease entity,
the I label is used to denote any additional token
within the entity and the O label is to denote any
token that is not part of a disease entity. The IOB
labels were used to train our system.

2.3 Training

In our previous work in biomedical Spanish named
entity recognition as part of the LivingNER chal-
lenge (Miranda-Escalada et al., 2022) and for En-
glish language concept recognition in the LitCoin
challenge,4 we evaluated pre-trained language mod-
els such as BioBERT (Lee et al., 2020), SciB-
ERT (Beltagy et al., 2019) and PubMedBERT (Gu
et al., 2021).

We utilised the NERDA5 framework for named
entity recognition. It consists of a BERT-based
system followed by a fully connected layer with
as many outputs as labels need to be predicted.
Our motivation was to be able to make changes
and adapt the software according to (Jimeno Yepes,
2022), to prevent overfitting.

Since the challenge data was in Spanish, we
reused the pre-trained language model for Spanish
biomedical data (Carrino et al., 2021) that we used
in the LivingNER challenge. More specifically,
we have used the model PlanTL-GOB-ES/roberta-
base-biomedical-es available from Huggingface6.
This model is based on a RoBERTa (Liu et al.,
2019) and trained trained on a biomedical-clinical
corpus in Spanish collected from several sources.

We used the training data set provided by the
organisers (5,000 tweets) for learning the model
and the validation set (2,500 documents) was used

3https://github.com/carpedm20/emoji
4https://bitgrit.net/competition/13#

private-leaderboard
5https://github.com/ebanalyse/NERDA
6https://huggingface.co/PlanTL-GOB-ES/

roberta-base-biomedical-clinical-es

to control the training process. The IOB labels that
our system was trained for included the O label for
out entity tokens, representing a total of 3 token
labels. We did not consider any of the extended
data sets provided by the organisers.

2.4 Annotation
The trained model obtained using the process de-
scribed above has been used to annotate the tokens
in the validation and testing sets with IOB labels.
The IOB labels were matched to the tweet text and
the positions of these tokens were used to gener-
ate the tab separated values submission files. A
pipeline of this process is shown in figure 1.

We submitted the annotations on the validation
set to the submission system provided by the organ-
isers, which showed that precision was relatively
high, while recall could be improved. The analysis
of errors in the validation set showed that disease
entities in hashtags, identified by the hashtag sym-
bol # and account names @, were not identified.
The main reason for this problem is that such terms
were not tokenised to allow disease identification.

To solve this problem, the predicted disease enti-
ties in the tweet were identified and these entities
were matched against these special terms by lower
casing the terms and doing an exact match. This
method boosted the recall from 0.856 in the strict
evaluation to 0.887 and from 0.914 in the relaxed
evaluation to 0.947, while suffering only a small
decrease in precision. The validation set contains
2,500 tweets and it took over 7 minutes to annotate
them using the trained model.

The testing set was processed using the method-
ology presented above. The testing set contained
23,430 tweets and it took just over one hour to
annotate them using the trained model.

Figure 1: Annotation pipeline. A tweet is tokenised,
processed by the trained model in NERDA and the IOB
output is converted into the submission format.

https://github.com/carpedm20/emoji
https://bitgrit.net/competition/13#private-leaderboard
https://bitgrit.net/competition/13#private-leaderboard
https://github.com/ebanalyse/NERDA
https://huggingface.co/PlanTL-GOB-ES/roberta-base-biomedical-clinical-es
https://huggingface.co/PlanTL-GOB-ES/roberta-base-biomedical-clinical-es
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3 Results

We generated only one submission for the testing
set using the procedure presented above. Results
of our submission (READ-BioMed) using strict
entity matching are presented in table 1, which
also includes the results for the mean and median
values of all participants. Our submission achieved
a substantially higher performance compared to the
mean and median of the challenge participants.

Precision Recall F1
READ-BioMed 0.868 0.875 0.871

Mean 0.680 0.677 0.675
Median 0.758 0.780 0.761

Table 1: Official results on the testing set using strict
matching. These results contain out submission (READ-
BioMed) and the mean and median of all participants.

Table 2 shows the results of the fine tuned model
of the validation set. Both results are reported, the
precision, recall and F1 of the B and I labels and the
results by the organisers system on a submission
built on the validation set. Comparing the results
of our submission in table 1 and the results on the
validation set using strict matching, we can see
that despite the lower result of our submission, the
decrease in performance is limited.

Evaluation Precision Recall F1
B label 0.936 0.951 0.944
I label 0.904 0.877 0.890
Strict 0.881 0.887 0.884

Relaxed 0.944 0.947 0.946

Table 2: Evaluation of the fine tuned models on the
validation data set for B and I labels and results for the
strict and relaxed evaluation.

The B label is predicted with high precision and
recall, which might explain the performance on
the relaxed evaluation, e.g. being able to find the
beginning of an entity (B label) but not being so
successful with the following tokens (I label).
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