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Abstract

With the development of pre-trained language
models, remarkable success has been witnessed
in dialogue understanding (DU). However, cur-
rent DU approaches usually employ indepen-
dent models for each distinct DU task without
considering shared knowledge across different
DU tasks. In this paper, we propose a unified
generative dialogue understanding framework,
named UniDU, to achieve effective information
exchange across diverse DU tasks. Here, we
reformulate all DU tasks into a unified prompt-
based generative model paradigm. More im-
portantly, a novel model-agnostic multi-task
training strategy (MATS) is introduced to dy-
namically adapt the weights of diverse tasks
for best knowledge sharing during training,
based on the nature and available data of each
task. Experiments on ten DU datasets cover-
ing five fundamental DU tasks show that the
proposed UniDU framework largely outper-
forms task-specific well-designed methods on
all tasks. MATS also reveals the knowledge-
sharing structure of these tasks. Finally, UniDU
obtains promising performance in the unseen
dialogue domain, showing the great potential
for generalization.

1 Introduction

The development of the conversational system
plays an important role in the spread of the intelli-
gence devices, such as intelligence assistants and
car play. In recent years, there has been a grow-
ing interest in neural dialogue system (Wen et al.,
2017; Ultes et al., 2017; Li et al., 2017; Chen et al.,
2018a, 2019, 2020b; Bao et al., 2020; Adiwardana
et al., 2020; Ham et al., 2020; Peng et al., 2020;
Chen et al., 2022). Dialogue understanding is a
core technology and hot topic in the dialogue sys-
tem, aiming to analyze a dialogue from different
fine-grained angles accurately.

The corresponding authors are Lu Chen and Kai Yu.

There are five classical dialogue understanding
tasks: dialogue summary (DS) (Liu et al., 2019a),
dialogue completion (DC) (Su et al., 2019; Quan
et al., 2020), intent detection (ID) (Kim et al., 2016;
Casanueva et al., 2020; Qin et al., 2021a), slot fill-
ing (SF) (Zhang et al., 2017; Qin et al., 2021b;
Haihong et al., 2019) and dialogue state track-
ing (DST) (Kim et al., 2020; Chen et al., 2020a;
Hosseini-Asl et al., 2020; Xu et al., 2020; Liao
et al., 2021). Dialogue summary aims to gener-
ate a concise description of given dialogue content,
which is normally formulated as a sequence-to-
sequence generation problem (Wu et al., 2021). Di-
alogue completion eliminates the co-reference and
information ellipsis in the latest utterance, which is
also a generation task (Chen et al., 2021b). Intent
detection and slot filling are two traditional spoken
language understanding tasks that aim to map natu-
ral language to logical form. Intent detection is typ-
ically treated as a classification problem (Liu and
Lane, 2016) and slot filling is usually formulated
as a sequence labeling task (Zhang et al., 2017;
Qin et al., 2019; Coope et al., 2020). The dia-
logue state tracking task is to extract the user’s
constraints on the predefined dialogue domains and
slots (Budzianowski et al., 2018). The five different
tasks aim to interpret a dialogue from five differ-
ent perspectives. To date, these DU tasks are still
learned independently due to different task formats.
However, they are intuitively related. For example,
the dialogue completion task should have a positive
effect on the dialogue state tracking task (Han et al.,
2020). On the other hand, it is usually very expen-
sive to collect dialogue data and annotate them,
which constraints the scale of annotated dialogue
corpora. It is important and imperative to study
how to enhance dialogue understanding capability
with the existing diverse dialogue corpora.

There are two main challenges in knowledge
sharing across DU tasks: data annotation diversity
and task nature diversity. It is necessary to employ
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a unified DU model to allow all types of DU data
to be used together. In this paper, we propose a
Unifined Dialogue Uderstanding (UniDU) frame-
work, in which the five fundamental DU tasks are
modelled by a unified sequence-to-sequence gen-
erative model. The second challenge is related to
the nature of diverse tasks. Since the output label
dynamic ranges and the goals of the DU tasks are
different, tasks may not be well suited to be trained
together with straightforward multi-task learning.
It is then a nontrivial problem to effectively weight
diverse tasks for the unified model with different
dialogue corpora. In this paper, we propose a novel
adaptive weighting approach and compare it with
other different training strategies under the UniDU
framework.

The main contributions of this paper are summa-
rized below:

* To the best of our knowledge, we are the first
to formulate different dialogue understanding
tasks as a unified generation task spanned five
DU tasks. The proposed UniDU outperforms
well-designed models on five well-studied di-
alogue understanding benchmarks.

* We propose a model-agnostic adaptive weight-
ing approach for multitask learning to address
the task nature diversity problem. We find
that the intuitive multitask mixture training
method makes the unified model bias con-
vergence to more complex tasks. The pro-
posed model-agnostic training method can ef-
ficiently relieve this problem.

» Experimental results show that the proposed
UniDU method has excellent generalization
ability, which achieves advanced performance
both on few-shot and zero-shot setups.

2 Dialogue Understanding Tasks

We denote dialogue context as C' = (H,,Up,),
where H,, = (Uy,Us,...,U,_1) represents the di-
alogue history containing the first n — 1 turns of
utterances. U, is n-th turn utterance, which may
consist of multiple sentences stated by one speaker.
For the task-oriented dialogue, the domain scope
is restricted by the dialogue ontology, which the
dialogue expert designs. The ontology O is com-
posed of dialogue domains D = {d} (like hotel),
domain slots (like price) S = {s} and user intent
candidates I = {i} (like find_hotel). There are

five fundamental tasks to interpret a dialogue from
different perspectives.

Dialogue Summary (DS) aims to extract impor-
tant information of the dialogue. It is a typical gen-
eration problem, which takes the whole dialogue
context C' as input and generates the summary de-
scription. DS requires the model to focus on the
whole dialogue flow and the important concepts.
Dialogue Completion (DC) purposes to relieve
the co-reference and information ellipsis problems,
which frequently occur in the dialogue context. It is
also a typical generation task, which inputs the dia-
logue history H,, and the current utterance U,, and
then infers the semantic-completed statement of
the current utterance U,,. DC requires the model to
focus on the connection between current utterance
and dialogue history.

Slot Filling (SF) is to extract the slot types .S of the
entities mentioned by the user. It is a word tagging
problem where the utterance is labeled in the IOB
(Inside, Outside, and Beginning) format. The input
is only the current utterance U,,.

Intent Detection (ID) is to recognize the intent
from predefined abstracted intent expresses /. It
is normally formulated as a classification problem.
The input is the current utterance U,,, and the out-
put is the possible distribution of all the intent can-
didates I.

Dialogue State Tracking (DST) aims to record
the user’s constraints, which consists of the triple
set of domain-slot-value. For example, hotel-price-
cheap means the user wants a cheap hotel. The
input of DST at the n-th turn is the first n turns
(Uy,...,Up).

3 UniDU

In this section, we first introduce the unified
sequence-to-sequence data format for the five DU
tasks. Then we introduce the formulation of each
task in detail, especially how to reformulate the in-
tent detection, slot filling and dialogue state track-
ing as the generation task.

There are three components in the input of
UniDU: task identification, dialogue content, and
task query. The task identification represents with
a special token, e.g., dialogue summary identified
by “[DS]”. The dialogue content means the task-
dependent input, such as dialogue history for dia-
logue summary. The task query can be regarded as
the task-specific prompt, which includes the task
definition and domain-related information. There
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[DS] Emma: Buy me some earplugs please [T] Paul: How many

pairs? [T] Emma: 4 or 5 packs [T] Paul: I'll get you 5 [T] Emma: ——

Thanks [C] what is the summary of this dialogue?

[DC] anna politkovskaya [T] the murder remains unsolved,
2016 [T] did they have any clues? [C] what is the semantic
completion statement of ‘did they have any clues?’?

[ID] What can I do if my card still hasn’t arrived after 2 weeks?
[C] what is the user’s intent on the bank business?

[SF]1 am Lakesha Mocher [C] what is last name in general
domain?

[DST] I am looking for a place to to stay that has cheap price
range it should be in a type of hotel [C] what is the user’s
constraint about the price range of the hotel?

[DS] Maya will buy 5 packs of earplugs
for Randolph at the pharmacy.

[DC] did investigators have any clues in
the unresolved murder of anna
politkovskaya?

[ID] card arrival

[SF] Mocher

MTL Training Strategy

[DST] cheap

Figure 1: Overview of UniDU. Under UniDU framework, the input consists of three parts: task identification,
dialogue content and task query, where ® means concatenation. The output has two components: task identification
and query answer. We train the UniDU model with different multitask learning strategies.

are two elements in the output of UniDU: task iden-
tification and query answer. The query answer is
the understanding result of the task query given by
the dialogue content. The unified input and output
can be formalized as:

INPUT:
OUTPUT:

[TI] dialogue content [C] task query
[TI] query answer

where “[C]” is separate character and “[TI]” is
task identification (replaced by “[DS]”, “[DC]”,
“[SF]”,“[ID]” and “[DST]”, which correspond to di-
alogue summary, dialogue completion, slot filling,
intent detection and dialogue state tracking respec-
tively). At inference time, the UniDU model must
first predict the task identification.

Dialogue summary and dialogue completion are
originally generative tasks. The dialogue contents
in the input are the whole dialogue context C' and
multi-turn utterances H,, respectively. Since these
two tasks are independent of the dialogue domain,
there is no domain information in the task query.
For dialogue summary, the task query is “what
is the summary of this dialogue?”. For dialogue
completion, the query is ‘‘what is the semantic
completion statement of Uy, ?”°, where U, is the t-th
utterance. Their understanding answers are anno-
tated dialogue summaries and rewritten utterances
in the output.

The original slot filling task demands the model
to extract all the mentioned slot values and their slot
types in an utterance U,,. In this paper, the UniDU
model predicts the value slot by slot, which is an
iterated generation process on the slot candidate

list. Two different slot filling formats are shown
below:

"
-
Original: (f) (f) B-l{Namc Ii-L\umc

I am Lakesha Mocher

UniDU: [SF]I am Lakesha Mocher [C]

_- what is first name on general domain?
< - - what is last name on general domain?

\ - what is time on general domain?

--- [SF] Lakesha
---» [SF] Mocher

’
/
1
1
i
i
i
L
h
i
i
i
i
1
i
1 -=-> [SF] not mentioned

/

To be clear, we do not list all the candidate slots
here. In general, for each sample, it can be formal-
ized as:

INPUT:
OUTPUT:

[SF] U,, [C] what is s of d?
[SF] slot value

where s and d are predefined slots and domains.
If s has no value in U, slot value will be “not
mentioned”. If s has multiple values, they will be
separated by a comma in the slot value. When the
value is “not mentioned”, we call it a negative sam-
ple. Otherwise, it is a positive sample. To balance
the ratio of negative and positive samples during
the training process, we set the ratio to 2:1. If the
number of negative samples exceeds the thresh-
old, we randomly sample twice as many negative
instances as positive ones.

For dialogue state tracking tasks, the classifica-
tion methods always achieve better performance
than generative methods. However, under the
UniDU framework, we also formulate DST as a
slot-wise value generation task similar to the slot
filling task. The DST task formats are shown be-
low:
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,"Original: Input Output A
I Tamlooking for aplace | | | expensive -
! tostay that hascheap | price range! ":‘;I‘Iié“m -
| price range it should be | | cheap
| in a type of hotel ' ! don’t care- >

,,,,,,,,,,,,,,,,,,,, oo Jgontearesy

Dialogue Context Slot Candidate Values Value Distribution

UniDU: [DST]Iam looking for a place to stay that has cheap price range it should be
in a type of hotel [C]
_- what is the user’s constraint about the price range? [DST] Lakesha
@~ - what s the user’s constraint about the area? [DST] not mentioned ]
"~ what is the user’s constraint about the people? [DST] not mentioned ./

where the output of the original DST model is the
distribution of all the candidate values of the slot.
The input and output of the DST task under UniDU
can be formalized as follows:

INPUT: [DST] (H,,,U,) [C] what is the
user’s constraint about s of d?
OuTPUT: [DST] slot value

where (H,,U,) is dialogue context. If slot s of
the domain d is not in the dialogue state, its value
is “not mentioned”, which is a negative sample.
Note that different utterances are separated by the
special token “[T]” in the input. During the training
process, the ratio of negative and positive samples
is also set below 2:1.

For the intent detection task, the original meth-
ods formulate it as the intent classification problem
and output the distribution of all the candidate in-
tents. The UniDU model directly generates the
intent name of the current utterance, which can be
formalized as:

INPUT: [ID] U,, [C] what is the user’s intent
on domain d?
OuTpPUT: [ID] intent name

where domain d is normally known in advance. The
specific examples of original and UniDU formats
are shown below:

[ID] What can I do if my card still hasn’t arrived after 2 weeks? [C]

/l Original: Input Output \
§ e T \
i i \card linking - !
i 'What can I do if my card still} exchange rate- > '
i thasn’t arrived after 2 weeks?! card arrival -~ i
i ' rriv WeeKS:, age limit e |
i e 1 ¢change pin __ -} i
| Utterance Candidate Intents Intent Distribution |
h i
i UniDU: '
i |
\ /‘

- - what is the user’s intent on the bank business? -+{ID] card arrival
\,

<. "

where we do not list all the intents. To integrate the
generalization capability into the UniDU model,
we also construct negative samples for the intent
detection task. The intent name of the negative
sample is “not defined”, where the input utterances
U,, are sampled from out-of-domain dialogues. The
ratio of negative and positive samples is set to 2:1.

Until now, all the five dialogue understanding tasks
have been formulated as the unified sequence-to-
sequence generation task. The specific examples
are shown in Figure 1.

4 Multitask Training Strategies

Although the five DU tasks can be formulated as
a unified generative task, straightforward multi-
task training may not work due to the different
natures of these tasks. In this section, we discuss
multitask training strategies and propose a novel
model-agnostic adaptive weighting strategy.

4.1 Multitask Learning Classification

The existing multitask training strategies can be
classified into three categories: average sum
method, manual scheduled method, and learnable
weight method.

Average Sum method distributes all the samples
with the same weight. In other words, the losses
from different samples are directly averaged, for-
mulated as £ = % > I, Ly, where T is the number
of the tasks and L; is the loss of the ¢-th task.
Manual Schedule method designs a heuristic train-
ing schedule for planning the learning process of
different tasks. For example, curriculum learn-
ing (Bengio et al., 2009) is a kind of typical manual
scheduled method, which first trains the easier sam-
ples and then adds the more complicated cases.
The manual scheduled method can be formulated
as L = Zﬂ;(t) Y, I(t) - £y, where I(t) is indicator
function, whose value is O or 1.

Learnable Weight method aims to parameterize
the loss weights of different tasks. The target of
the parameterized weights is to balance the ef-
fects of task instances, which prevents the model
from slanting to one or several tasks and achieves
global optimization. There are two classical learn-
able weight algorithms: homoscedastic uncertainty
weighting (HUW) (Kendall et al., 2018) and gra-
dient normalization (GradNorm) (Chen et al.,
2018b). For the tasks, the loss function is formu-
lated as £ = Zthl Wy - L4, where W, is learnable
weights and greater than 0. In the HUW algorithm,
the weights update as the following loss function:

T
Luuw = Y (L Wy —log(Wy)), (1)
=1

where log(W;) is to regularize weights, which is
adaptive to regression tasks and classification tasks.
The motivation of the GradNorm method is to slow
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down the learning scale of the task that has a larger
gradient magnitude and faster convergence rate.

4.2 Model-Agnostic Training Strategy

In Equation 1, the learnable weight W; is only de-
pendent on the corresponding task. Thus, we can
regard the weight as the function of task Wy(t),
where ¢ are parameters shared among five tasks.
Under the UniDU framework, five tasks share the
same encoder-decoder model, which is a constant
in weight function Wy(t). The task format de-
pends on task attributes, such as input, output, and
data scale. To extract the characters of five tasks,
we manually design a vector as the task feature to
represent a task. Each dimension in the task fea-
ture has its physical meaning related to the model-
agnostic setting. In this paper, we design 14 di-
mensional vector f; for each task introduced in
detail in Appendix B. Since the model-agnostic
training strategy (MATS) formulates the weight as
the task-related function and may share the func-
tion parameters among different tasks, the weights
are no longer independent as in the original learn-
able weight method. The MATS improved from
Equation 1 is formalized as:

T
Laiars = Y (L Wy(fy) —log(Wy(£))). (2
t=1

5 Experiments

We conduct the experiments on ten dialogue under-
standing corpora. Each task has two corpora. We
evaluate the UniDU framework with eight different
training strategies. Compared with well-designed
models, our proposed UniDU can get better perfor-
mance in five benchmarks. Then we deeply analyze
different factors affecting the UniDU model’s per-
formance, including DU tasks, unified format, and
pre-trained language models. Last but not least,
we conduct few-shot experiments to validate the
generalization ability of UniDU.

5.1 Corpora&Metrics

There are ten dialogue understanding corpora in
total spanned five tasks: dialogue summary (DS),
dialogue completion (DC), slot filling (SF), intent
detection (ID), and dialogue state tracking (DST).
We choose two well-studied corpora for each task:
one is the evaluation corpus, and the other is the
auxiliary corpus. The dataset statistics are shown
in Appendix A.

Dialogue Summary: We choose SAMSUM (Gliwa
et al., 2019) and DIALOGSUM (Chen et al., 2021a)
datasets. The common metrics for the summary
task are ROUGE scores, which measure the overlap
of n-grams in the generated summary against the
reference summary.

Dialogue Completion: TASK (Quan et al., 2019)
and CANARD (Elgohary et al., 2019) are used. The
metrics are BLEU score and exact match (EM)
accuracy. BLEU measures how similar the rewrit-
ten sentences are to golden ones. Exact match
means the rate of the generated totally equaled to
the golden.

Intent Detection: We conduct the experiments
on BANKING77 (Casanueva et al., 2020) and
Hwue4 (Liu et al., 2019c¢), where 77 and 64 means
the number of predefined intents. The evaluation
metric is detection accuracy (ACC.).

Slot Filling: We choose to conduct the experi-
ments on RESTAURANTSSK (Coope et al., 2020)
and SNIPS (Coucke et al., 2018). We report £
scores for extracting the correct span per user utter-
ance. Note that the correct predictions on negative
samples are not calculated in the F; score, which
is comparable with traditional methods.

Dialogue State Tracking: W0Zz2.0 (Wen et al.,
2017) and MULTIWOZ2.2 (Zang et al., 2020) are
used. The metric is joint goal accuracy (JGA),
which measures the percentage of success in all
dialogue turns, where a turn is considered a suc-
cess if and only if all the slot values are correctly
predicted. Note that we only use “hotel” domain
data of MULTIWOZ2.2 in the training phase.

5.2 Eight Training Strategies

As introduced in Section 4, the multitask training
strategies can be divided into three categories: av-
erage sum, manual schedule, and learnable weight.
Before introducing MTL training methods, there
is an intuitive baseline trained on its own data
named single training (ST). In ST, the sequence-
to-sequence models are only trained on five evalu-
ated datasets, respectively. In average sum method,
there are two types of training strategies: task trans-
fer learning (TT) (Torrey and Shavlik, 2010; Ruder
et al., 2019) and mixture learning (MIX) (Wei et al.,
2021). The task transfer learning aims to enhance
the performance using external data from the aux-
iliary corpus that has the same task setup. This is
the main reason that we select two corpora for each
task. The mixture learning directly mixes up all
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Methods DSsamsum DCrask) ID@®ankiNG77) SFRESTAURANTSSK) DSTwoz2.0
R-1 R-L EM BLEU ACC. Fy JGA
. 49.67* 48.95% 742 894 93.44 96.00 914
Baselines
(Wuetal., 2021) (Chen et al., 2021b) (Mehri et al., 2020) (Coope et al., 2020) (Tian et al., 2021)
Eight Training Strategies under UniDU Framework
ST 49.74  47.10 76.4  89.0 91.49 95.76 89.8
TT 51.24 48.59 76.1 89.2 91.94 95.12 91.0
MIX 50.98 48.13 76.2  90.8 91.91 96.43 90.8
G2S 51.13 48.75 76.3  90.1 90.12 94.81 86.8
CL 51.04 48.36 712 89.8 92.17 96.02 90.8
GradNorm 51.33 48.69 774 904 92.07 96.69 90.5
HUW 50.31 47.69 76.2 904 93.14 97.43 91.9
MATS 50.53 47.97 76.6  90.6 93.60 97.61 92.3
Finetune 51.93 49.01 76.1 91.0 93.54 97.19 92.1

Table 1: The results on five DU tasks trained with eight learning strategies. Finetune means that the best model
(according to underlined metric values) of each task continues to be fine-tuned on separate task corpus. * means that
we run their released code with BART-base instead of BART-large to fairly compare with our model.

the training samples from ten corpora together. In
these two methods, the learning weight for each
sample is equally distributed. In the manual sched-
ule method, we test two training routes according
to the curriculum learning method. From the in-
put perspective, five tasks can be divided into three
classes: utterance-level input on intent detection
and slot filling, turn-level input on dialogue comple-
tion, and dialogue state tracking and dialogue-level
input on dialogue summary. The inputs gradually
become more complex in order: utterance-level,
turn-level, and dialogue-level. Thus, the intuitive
method (named CL) trains five tasks in this or-
der. Note that the previous data are kept in the
next training phase. From the task setup perspec-
tive, dialogue summary and dialogue completion
belong to domain-independent tasks. The other
three tasks are domain-dependent tasks. There is
another training route (G2S): from general tasks to
domain-specific tasks. In learnable weight method,
we evaluate three methods introduced in Section 4:
GradNorm, HUW and our proposed MATS.

5.3 Experimental Setup

In this paper, we set BART-base as the back-
bone of the unified encoder-decoder model. The
BART model is implemented with HuggingFace
library (Wolf et al., 2019). We conduct all the exper-
iments on the 2080TI GPU with 11G memory. we
run every experiment for 60 epochs spent 72 hours.
The batch size is 32 with the gradient accumulation
strategy (updated per 8 steps). The learning rates
of the unified model and learnable weights are 1e-5

and le-4, respectively. In the MATS method, the
weight function consists of two linear layers with
the ReLU activation function, whose hidden sizes
are 64.

5.4 Results

In Table 1, we report the best evaluation perfor-
mance on five tasks with eight training strategies.
The well-designed models as baselines are intro-
duced in Section 1. The experimental results show
that different training strategies greatly affect the
performance of five tasks under the UniDU frame-
work. Our proposed MATS achieves the best or
near best performance except on dialogue sum-
mary. On the atypical generation tasks (intent de-
tection, slot filling, and dialogue state tracking), the
UniDU with MATS methods can achieve promis-
ing improvement compared to well-designed mod-
els. The simple task transfer learning method (TT)
can not largely increase the performance compared
with single training. The mixture operation leads
to consistent performance improvement on five
tasks. However, compared with TT, the improve-
ment is still limited except for dialogue completion.
Compared with our proposed MATS, MIX biases
convergence to more complex DU tasks (dialogue
summary and dialogue completion). Two manual
schedule methods (G2S and CL) do not have any
distinct advantages. In learnable weight methods,
GradNorm only achieves excellent performance on
dialogue summary. HUW achieves performance
gain on intent detection, slot filling, and dialogue
state tracking. We continue fine-tuning the best
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Methods DS DC ID SF DST Overall Backbone DS DC 1D SF DST
(R-L) (BLEU) (ACC.) (F1) JGA) (R-L) (BLEU) (ACC.) (F1) JGA)

MIX 48.04 90.40 919 96.43 90.1 83.23 Trans.-B 34.84 74.2 86.36 83.01 72.5

HUW 47.63 89.95 93.0 97.43 91.8 83.97 BART-B 47.97 90.6 93.60 97.61 92.3

MATS 47.57 90.43 93.5 97.46 919 84.16 T5-S 41.63 859 87.04 9694 899
Trans.-L. 34.10 674 86.46 71.65 71.0

Table 2: The best overall performance of MIX, HUW BART-L 48.89 886 9344 97.12 92.6
and MATS methods. T5.-B  48.89 90.7 93.90 98.14 92.6

Method DS DC 1D SF DST
®L) (BLEU) (ACC) (Fp) (IGA)
MATS 4797 90.6 93.60 97.61 923
-DS - 90.2v0493.20v0497.35v02692.8 4055
-DC 47.77vo0 - 93.41v01997.39v02291.8v05s
-ID 47.81v01690.5v0.1 - 97.45v0.1692.3<00

-SF  47.77v02090.5v0.1 93.60<0.0 - 92.0vo03
-DST 47.85v01290.6<0093.47v01397.58v003 -

Table 3: Ablation study on effects of each task corpora.

UniDU models (signed with underline) on the cor-
responding corpus. We find that only the dialogue
summary and dialogue completion have obvious
performance gain, which reflects the necessity of
the UniDU framework for simpler generative tasks.

In Table 1, we report the task-specific perfor-
mance of the UniDU model, whose checkpoints
are selected by the task-specific metric. Table 2
shows unified performance on five tasks with MIX,
HUW, and MATS methods. We evaluate the single
checkpoint of UniDU model, which has the high-
est evaluated overall score, on the five tasks. The
overall score is the average value of the five main
metrics shown in Table 2. We can see that our pro-
posed MATS gets the highest overall performance
and the best performance on four DU tasks.

5.5 Analysis

In this subsection, we analyze factors to affect the
performance of UniDU model including DU tasks,
unified format and pre-trained language models.

5.5.1 Effects of DU Tasks

To validate the effects of the dialogue understand-
ing tasks, we directly remove one of five DU cor-
pora and train the UniDU model with the MATS
method shown in Table 3. In general, the five
DU tasks benefit each other, except that dialogue
summary has negative effects on the dialogue state
tracking task. We guess the general dialogue sum-
mary task summarizes a dialogue into a sentence,
ignoring the domain-specific information. On the
other hand, we find that the dialogue completion

Table 4: Ablation study on effects of different pre-
trained language models with encoder-decoder archi-
tecture.

task has the most significant effect on the other
four DU tasks. It indicates that the co-reference
and information ellipsis are still the main factors
to impact the dialogue understanding ability. The
phenomenon can facilitate the dialogue understand-
ing community to pay more attention to dialogue
completion. For example, when pre-training a scal-
ing dialogue model, the pre-trained tasks should be
close to the dialogue completion task.

5.5.2 Effects of Unified Format

As introduced in Section 3, we formulate dialogue
understanding tasks in QA format. There is an in-
tuitive alternative: prefix format, where the task
query is concatenated on the decoder side. At in-
ference time, the decoder is directly fed with task
query and then generates the answer. As shown in
Figure 2, the QA format achieves a performance
boost on four of five DU tasks (except for dialogue
summary) compared to the prefix format.

5.5.3 Effects of PLMs

To validate the effects of the different pre-
trained backbones, we initialize the encoder-
decoder of UniDU model with random mecha-
nism, BART (Lewis et al., 2020) and T5 (Raf-
fel et al., 2020). The Trans.-B and Trans.-L in
Table 4 mean the random-initialized Transformer
trained from scratch, which has the same parame-
ters with BART-base model (BART-B) and BART-
large model (BART-L). T5-S and T5-B mean T5-
small and T5-base respectively. We can see that the
pre-trained language models get absolute perfor-
mance gain compared to random-initialized mod-
els. BART-B can get better performance than T5-
S. When the parameter scale increases, T5-base
achieves the best performance than other models.
The results show that the large PLMs can improve
the complex dialogue summary by a large margin.
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Unseen Dialogue Content UniDUwmarts

[DS] USER : I"d like a taxi to take me to ruskin gallery [T] SYSTEM : Sure! What is your
departure site? [T] USER : I will depart from saffron brasserie at 7:15. What is the car type
and contact number so I know who and where you will pick me up? [T] SYSTEM : Booking
completed! A grey ford will be picking you up. The contact number is 07689877132. [T]
USER : That is all I needed, thank you. [C] what’s the summary of this dialogue?

[DS] a grey ford will take
USER to ruskin gallery at
7:15.

[DC] USER : Please reserve for me a taxi that will pick me up at cambridge arts theatre after
09:30 [T] SYSTEM : And where will you be going? [T] USER : I'm going to restaurant one
seven. [T] SYSTEM : Your booking is complete, a black audi will be picking you up. [T]
USER : Thank you. I need the contact number, as well. [C] what is the semantic completion
statement of “Thank you. I need the contact number, as well.”?

[DC] I need the contact
number of a black audi to
pick me up at cambridge
arts theatre

[ID] help me get a taxi to the cambridge museum of technology please. [C] what is the user’s

intent on the taxi?

[ID] transport taxi

[SF] I need a taxi to pick me up at Ashley Hotel to leave after 10:45. [C] what is leaving

time of taxi?

[SF] 10:45

[DST] USER : I need a taxi. I am going to avalon and I need to leave after 16:15 [C] what

is the user’s constraint about the destination of the taxi?

[DST] avalon

Table 5: Case study of the zero-shot performance of the best unified model trained with MATS method. The input
dialogue contents are sampled from unseen “Taxi” domain.

DST — Prefix
— oA

92.3

DS

Figure 2: Ablation study of different unified understand-
ing format.

5.6 Generalization Ability

To further evaluate the generalization ability of the
UniDU model, we first conduct few-shot learning
experiments on the domain-dependent slot filling
task. We test the zero-shot capability of UniDU on
unseen dialogue data.

Few-shot Learning: We select the UniDU model
that gets the best evaluation of overall performance
on five tasks learned with the MATS method. For
the slot filling task, we extend another dialogue
corpus DSTCS (Rastogi et al., 2020). We choose the
“Bus” domain data in DSTCS8, which is unseen in the
training process of UniDU. Compared with vanilla
BART, UniDU has obvious advantages, especially
in the extremely resource-limited situation. When
there is only 1% training data, the vanilla BART
is disabled to learn, as shown in Figure 3. The
few-shot experiment on the DST task is shown in
Appendix C.

Zero-shot Performance: We validate UniDU
model trained with MATS method on unseen “Taxi”

60

40

Slot Filling(F1)

20
% BART & UniDU

1% 2% 5%

Figure 3: Few-shot learning results on slot filling fine-
tuned on BART and UniDU. 1%, 2% and 5% are the
percents of the training data on unseen “Bus” domain.

domain dialogue data collected from MULTIW0Z2.2
corpus. UniDU model can get 18.24% accuracy on
1D, 39.69% F1 score on SF and 1.6% JGA on DST.

6 Case Study

We directly validate the UniDU model trained with
the MATS method on unseen “Taxi” domain di-
alogue data collected from MULTIWOZ2.2 corpus.
As shown in Table 5, we find that the UniDU model
can generate reasonable dialogue summary and
completion. Note that the UniDU model did not
see any task-oriented dialogue in these two tasks.
For domain-specific tasks, the UniDU model can
still generate accurate query answers in some cases.
It indicates that our proposed generative UniDU
model has excellent generalization ability, which
not only can adapt to unseen dialogue and also
directly generate reasonable answers on five DU
tasks in the zero-shot setting.

To further explore the relations among five tasks,
we plot the reduced-dimension map of the task em-
beddings of five tasks with the t-SNE algorithm
shown in Figure 4. The task embeddings are the
final decoder layer representation of the task identi-
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t-SNE Results: MATS

Figure 4: The reduce-dimension map of task embed-
dings collected from UniDU model trained by MDTS.
The task embedding is the final decoder representation
of the task identification token.

fication token, whose model is trained with MDTS.
The dialogue data is from the above unseen “Taxi”
domain to eliminate the impacts of the dialogue
context. We find that the embeddings of dialogue
summary, dialogue completion, and intent detec-
tion cluster together. These three tasks under the
UniDU framework are more general than slot fill-
ing and dialogue state tracking, whose task queries
are slot-wise. The task formats between slot filling
and dialogue state tracking are close. However, the
UniDU model can still have good performance to
distinguish between these two tasks.

7 Related Work

Our work relates to several broad research areas,
including prompting, dialogue modeling, and mul-
titask learning. Due to the content limitation, here
we describe one subarea: multitask learning in NLP
applications that relate most closely to our work.
Luong et al. (2016) apply a sequence-to-sequence
model on three general NLP tasks and study dif-
ferent parameter-sharing strategies. Kumar et al.
(2016); McCann et al. (2018) try to cast NLP tasks
as QA over a context. The main topics in this work
are how to design an efficient model to integrate
the knowledge between question and context. Liu
et al. (2019b) combine four natural language under-
standing tasks, which utilize BERT as the shared
representation model. The model corresponding to
each task still has a well-designed part of solving
the intrinsic problem. It hampers the analysis of
the interaction among the different tasks.
Recently, Wei et al. (2021) formulated the NLP
tasks as the generation task by directly mixing
scaling annotated data up. They only focus on
zero-shot and few-shot ability on the NLP tasks

and ignore the impacts of the different multitask
training strategies, which can not achieve better
performance on general NLP tasks compared to su-
pervised learning methods on well-designed mod-
els. In task-oriented dialogue (TOD) modelling,
Peng et al. (2020); Su et al. (2021) reformulate the
pipeline TOD model as the sequential end-to-end
generation problem. The end-to-end model needs
to generate dialogue state, dialogue action, and
response at the same time, which is not scalable
when the number of tasks increases. The sequen-
tial format needs all the annotations of the same
context, which is unavailable in the DU area. Most
recently, PPTOD (Su et al., 2021) unifies the TOD
task as multiple generation tasks, including intent
detection, DST, and response generation. However,
they focus on the response generation ability and
ignore the effects of different tasks. In this paper,
we deep dive into analyzing the effects of five DU
tasks.

8 Conclusion&Future Work

In this paper, we propose a unified generative dia-
logue understanding framework (UniDU) to share
the knowledge across five typical dialogue under-
standing tasks. We introduce a model-agnostic
adaptive weight learning method for multitask train-
ing to alleviate the biased generation problem. Our
proposed UniDU method achieves better perfor-
mance compared to well-designed models on a
total of five DU tasks. We further deep dive into
studying the affected factors. Finally, experimental
results indicate that our proposed UniDU model
can also get excellent performance under few-shot
and zero-shot settings. In the future, we will in-
crease the scale of the DU corpora and integrate
the unsupervised dialogue pre-training tasks. We
will further examine the task-level transferability
of the UniDU model.
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Appendix

A Dialogue Understanding Corpora

Corpora #Sample Iokeny Imum) Ocrokeny Task
SAMSum 14732 104.95 11.16 20.31 DS
DiaocSum 12460 140.48 9.49 22.86 DS
Task 2205 3492 275 10.84 DC
Canarp 31526 102.67 9.80 11.55 DC
Bankiner7 - 12081 21.64 1 3.14 ID
Hwusa 25715 1769 1 205 1D
Restavrantssk 15270 1444 1 3.38 SF
Sies 35748 1531 1 1.77 SF

Wozzo 7608 78.96 4.63 1.30 DST

MunmWoz2 35119 115.80 5.99 145 DST

Table 6: The ten DU corpora trained on UniDU model.
I(roken) and I(urm) mean the average length of the split to-
kens and the average turns of the input dialogue content.
O(roken) means the average length of the split tokens of
the task-specific output.

In this paper, we train our proposed unified genera-
tive model on ten dialogue understanding corpora,
as shown in Table 6. For each DU tasks, we select
two well-studied datasets. The first one is used to
evaluate and the second one is an auxiliary corpus.
The main reason to select two datasets for each
task is to compare the multitask learning with the
task transfer learning. We aim to know whether
the knowledge sharing between different dialogue
understanding data is only happening in the same
DU task rather than all the DU tasks. The experi-
mental results show that the annotated data from
the other DU tasks are also important to enhance
the performance, which indicates that it is an effi-
cient way to transfer the knowledge among all the
DU tasks. Note that the selected DU data are from
different corpora, which means that the distribution
of the input dialogue content is totally different. As
shown in Table 6, the inputs and the outputs of the
five DU tasks are greatly different from each other.
The longest average input reaches to 140.48 and
the shortest is only 14.44. The longest output is
22.86 from dialogue summary and the shortest is
1.30 from dialogue state tracking. These charac-
ters lead a big challenge to train all the dialogue
understanding data in multitask learning way. The
experimental results show that the intuitive mix-
ture learning method makes UniDU model bias
convergence to the more complex tasks like dia-

logue summary and dialogue completion. In this
paper, we compare eight multitask training strate-
gies. Our proposed MATS method can achieve the
best overall performance on the five tasks under
UniDU framework.
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Figure 5: Overview of model-agnostic training strategy.

B Model-Agnostic Training Strategy

In traditional HWU algorithm, the learnable weight
W is only dependent on the corresponding task.
Thus, we can regard the weight function of task
Wy (t), where ¢ are parameters shared among five
tasks. Generally, the task is associated with two
factors: its corresponding model and task format.
Under UniDU framework, five tasks share the same
encoder-decoder model, which can be regarded as
a constant in weight function Wy(t¢). The task
format dependents on model-agnostic task setting,
such as input, output and data scale. To distinguish
the five tasks under UniDU framework, we manu-
ally design a vector as the task feature to represent
a task. Each dimension in the task feature has its
physical meaning related to model-agnostic setting.
In this paper, we design 14 dimensional vector f;,
as shown in Figure 5. For input and output, we add
the average length of token, the average sentence
number, the n-grams and the perplexity (PPL) as
the attributes of the DU tasks. Especially for input,
the average turn number is also an important char-
acter. The last attribute is training scale for each
task. Since the model-agnostic training strategy
(MATS) formulates the weight as the task-related
function and may share the function parameters
among different tasks, the weights are not longer
independent to each other as in original learnable
weight method.

C Few-shot Learning

We select UniDU model that gets the best evalua-
tion overall performance on five tasks learned with
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Figure 6: Few-shot learning results on DST fine-tuned
on BART and UniDU. 1%, 2% and 5% are the percents
of the training data on unseen “Taxi” domain.

MATS method. For dialogue state tracking, we
utilize the “Train” domain data in MULTIWO0Z2.2,
which is unseen in MTL training phase. Compared
with vanilla BART, UniDU has obvious advantages,
especially on extremely resource-limited situation.
When there is only 1% and 2% training data, the
vanilla BART is disable to learn. UniDU model
warmed up by MATS method can quickly adapt the
model on the unseen domain.

455



