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Abstract

Everyday more users are using memes on so-
cial media platforms to convey a message with
text and image combined. Although there are
many fun and harmless memes being created
and posted, there are also ones that are hateful
and offensive to particular groups of people. In
this article present a novel approach based on
the CLIP (Radford et al., 2021) network to de-
tect misogynous memes and find out the types
of misogyny in that meme. We participated
in Task A and Task B of the Multimedia Au-
tomatic Misogyny Identification (MaMi) chal-
lenge (Fersini et al., 2022) and our best scores
are 0.694 and 0.681 respectively.

1 Introduction

In the past few years more and more people have
been using memes on social media platforms to
express their thoughts and sometimes their beliefs.
Although there are countless memes that are hu-
morous and fun without expressing hate towards
any certain group of people, there are also memes
that aim to attack people.

Misogynistic memes use a combination visual
and textual content to put down women and some
of them are so violent that can be triggering to
previous sexual abuse victims. That is why it would
be so useful if these instances could be identified
automatically.

One of the main challenges of this problem is
that the images of these memes come in various
forms. Also, the text on the memes adds occlusion
to the objects in the images which makes the im-
age understanding part of the problem even more
challenging.

To address these challenges, we present a novel
multi-modal classification approach based on CLIP
(Radford et al., 2021) to identify misogynistic
memes and also determine which 4 subcategories
of shaming, stereotype, objectification or violence
they belong to. CLIP is a multi-modal network

trained for object detection. We use a multi-
label classification method and detect misogynistic
memes and all the subcategories using one single
pipeline.

2 Related Work

There have been numerous researches conducted
to solve hateful speech detection online in the
past decade. Many of these approaches such as
(Samghabadi et al., 2020) and (Cao et al., 2020)
focus on only one modality which is text. More
recently, researchers such as (Gomez et al., 2020)
gathered multi-modal data-sets to be able to detect
those instances of hate that go undetected by using
only textual context.

Memes are also a form of multi-modal data that
are widely used to indirectly communicate some
meaning online. For the past few years, researchers
have tried to solve the problem of hateful meme
detection in various ways. In (Suryawanshi et al.,
2020) a small data-set was gathered and an ap-
proach based on VGG16 (Simonyan and Zisser-
man, 2014) neural network was proposed. In 2020
Facebook gathered a the Hateful Meme data-set
with 10,000 instances which was part of a Hateful
Meme Detection challenge (Kiela et al., 2020). The
winner of that challenge (Zhu, 2020) used an en-
semble of visual-linguistic models such as Visual-
Bert (Li et al., 2019) and Ernie- Vil (Yu et al., 2020)
and fine-tuned them to solve the problem.

3 Proposed Method

3.1 Data Description

The Multimedia Automatic Misogyny Identifica-
tion (MaMi) data-set which was gathered for Se-
mEval Task$5 challenge (Fersini et al., 2022), con-
sists of 10,000 instances for training phase and
1000 instances for test. An example meme from
this dataset is shown in Figure 1. Each instance has
5 binary labels depicting if it is misogyny, shaming,
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stereotype, objectification and violence.

It is important to note that these subcategories
are not mutually exclusive, that is more than one
label can be 1 for each instance. So we are dealing
with a multi-label classification problem.

Label Training Data | Test Data
Non-Misogynous 5000 500
Misogynous 5000 500
Shaming 1274 146
Stereotype 2810 350
Objectification 2202 348
Violence 958 153

Table 1: Training and Test Data-set Distributions

The challenge (Fersini et al., 2022) has two parts,
in Task A the goal in to detect the misogynous
memes. In the second part, Task B, the goal is to
determine the type of misogyny that was present.
We participated in both parts of the challenge using
a multi-label classification scheme.

3.2 Classification Pipeline

In our proposed model, the pre-trained multi-modal
object detection network CLIP has an important
role. CLIP was initially introduced as multi-modal
way of object detection. It was trained on 400,000
million pairs of images and text. It has proven to
be much more efficient than many other state-of-
the-art object detection techniques.(Radford et al.,
2021)

We use CLIP to encode the image and text sep-
arately and concatenate the features as can be see
in Figure 2 .The main idea is that there is a non-
linear function (X7, X7) between the image fea-
ture space X and text feature space X that will
help determine if an instance belongs to each one of
the 5 categories or not. To find out the parameters
of this non-linear function we create a feed-forward
neural network and feed the concatenated features
to that. The network has 5 output nodes, each for
one of the labels.

Before feeding the image input to the CLIP im-
age encoder we had to resize the image to 224x244
with 3 channels to match the input shape require-
ments. The text was also truncated to a sequence
of length 77 to be seamlessly used with the CLIP
tokenizer.

Additionally, we use Sigmoid layer as the ac-
tivation function because in contrast to softmax,
the probabilities of each instance belonging to a

class do not have to sum up to 1 and so they can
be independent of each other. Therefore, it is more
suitable for multi-label classification. After getting
the output of the pipeline, we determine the binary
value for the predictions based on a threshold of
0.5.

3.3 Training Process

As no validation data-set was provided, we ran-
domly split the 10,000 instances into 9000 for
training and 1000 for validation purposes. We
used binary cross-entropy loss function and used
Adam optimizer for the process. The optimal hyper-
parameters were found empirically with learning
rate of 0.001, batch size of 128 and the training
was done for 10 epochs.

At the end of each training epoch, the evaluation
metrics including precision, recall and F1-score
with macro averaging was calculated on the valida-
tion data-set. If a higher F1-score was found then
the state of the model was saved as the best state.

As CLIP comes with different options for image
feature extractions, we made sure to try two differ-
ent ones, Visual Transformer (ViT) (Dosovitskiy
et al., 2020) with 32x32 patches and Residual Net-
work(He et al., 2016) with 101 layers to see if they
have an impact on the classification results.

4 Evaluation and Results

4.1 Evaluation Metrics

All the submissions to the challenge were automat-
ically evaluated by a script that was programmed
by the organizers. After the challenge was over,
the script was released and we investigated how the
F1-scores for each task was calculated.

First the confusion matrix was calculated result-
ingin M = ( ;fl {5 ). Then, as shown in Equations
1 - 7, positive precision PT, positive recall R,
negative precision P~ and negative recall R~ was
calculated separately and the final F1-score is the
average of positive F1-score and negative F1-score.

Pr= tp fffp W

T tp jfffn @
F1Score™ = 2 Xp(fi 2f+) 3)
P )
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Figure 1: Sample number 152 of Training data which is Misogynous and Stereotype
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Figure 2: Proposed Classification Pipeline
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4.2 Experiments and Results

We conducted multiple experiments in the evalu-
ation phase of the challenge. We tried different
architectures for the feed forward network of our
pipeline to get the best results.

In our initial experiments we had more layers
in the feed forward network and did not include
dropout layer and batch normalization. As the
challenge progressed we realized that those mod-
els lacked in generalization, so we started using a
simpler architecture and added dropout and batch
normalization to get better results. Additionally,
we tried switching the image encoder and discov-
ered that using Resnet-101 based encoder results
in much better scores, especially in Task B.

4.3 Error Analysis

As can be seen in the Table 2 our best result sig-
nificantly outperforms all the baseline provided by
the organizers. As informed by the organizers, the
baseline models are grounded upon VGG-16 model
for image feature extraction and USE model for tex-
tual feature extraction. Our best model achieves
0.694 score in Task A and 0.681 in Task B. It uses
the pre-trained Resnet101 as the image encoder and
also has 200 nodes in the hidden layer of our feed
forward network.

5 Conclusion

In this paper we demonstrated how a successful
model such as CLIP can be used to detect misog-
ynous memes. We presented a novel architecture
based on that multi-modal model and used multi-
label training. We were able to achieve good results
using this approach.
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Our Models: Image Encoder - Feed Forward Network Task A | Task B
F1-score | Fl-score
ViT/32 - (1024,200,10,5) 0.678 0.497
ViT/32 - (1024,200,10,5) Dropout = 0.2 0.682 0.513
ViT/32 - (1024,200,5) Dropout = 0.2 0.681 0.629
ViT/32 - (1024,200,5) Dropout = 0.2 + Batch Norm 0.687 0.633
ViT/32 - (1024,100,5) Dropout = 0.2 + Batch Norm 0.674 0.639
ViT/32 - (1024,400,5) Dropout = 0.2 + Batch Norm 0.687 0.617
Resnet101 - (1024,200,5) Dropout = 0.2 + Batch Norm 0.694 0.681
Resnet101 - (1024,400,5) Dropout = 0.2 + Batch Norm 0.659 0.694
Resnet101 - (1024,100,5) Dropout = 0.2 + Batch Norm 0.693 0.673
Baseline Models
Baseline Image 0.639 0.0
Baseline Text 0.640 0.0
Baseline Image-Text 0.543 0.0
Baseline Flat Multi-label 0.437 0.421
Baseline Hierarchical Multi-label 0.650 0.621

Table 2: Evaluation Results
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