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Abstract

Previous work on multi-task learning in Natu-
ral Language Processing (NLP) often incorpo-
rated carefully selected tasks as well as care-
fully tuning of architectures to share informa-
tion across tasks. Recently, it has shown that
for autoregressive language models, a multi-
task second pre-training step on a wide variety
of NLP tasks leads to a set of parameters that
more easily adapt for other NLP tasks. In this
paper, we examine whether a similar setup can
be used in autoencoder language models using
a restricted set of semantically oriented NLP
tasks, namely all SemEval 2022 tasks that are
annotated at the word, sentence or paragraph
level. We first evaluate a multi-task model
trained on all SemEval 2022 tasks that contain
annotation on the word, sentence or paragraph
level (7 tasks, 11 sub-tasks), and then evalu-
ate whether re-finetuning the resulting model
for each task specificially leads to further im-
provements. Our results show that our mono-
task baseline, our multi-task model and our re-
finetuned multi-task model each outperform the
other models for a subset of the tasks. Overall,
huge gains can be observed by doing multi-task
learning: for three tasks we observe an error
reduction of more than 40%.1

1 Introduction

Recently, language models have become the de-
facto standard in Natural Language Processing
(NLP), where we first train a set of parameters
on raw data, which are then finetuned on the task at
hand. This in itself is a multi-task setup (language-
modeling + target task). However, traditionally,
multi-task learning was mainly done between mul-
tiple NLP tasks with gold annotation. In this setup,
many questions arise: not only how to share the in-
formation between different tasks, but also when to
share and even which tasks to use, as it is non-trivial

1code available at: https://bitbucket.org/
robvanderg/semeval2022

to decide which auxiliary tasks are beneficial for a
certain target task (Ruder, 2017; Crawshaw, 2020).
Early work on multi-task learning in NLP often
used up to a handful of tasks, carefully curated
dataset/task combinations, and carefully tuned how
to share the information between these tasks (e.g.
Hashimoto et al. (2017); Søgaard and Goldberg
(2016)).

A line of recent work has shown that an inter-
mediate step can be used to finetune the language
model on a set of NLP tasks, which leads to a
model that is more apt for learning other NLP tasks.
This is also called Supplementary Training on In-
termediate Labeled-data Tasks (STILT), and was
introduced by Phang et al. (2018). Phang et al.
(2018) train on three classification tasks from the
GLUE benchmark (Wang et al., 2018), and then
retrain for all GLUE tasks, showing a 1.4 point
of improvement over all GLUE tasks. Phang et al.
(2020) shows that this positive transfer also holds
cross-lingually when using multilingual language
models and only doing intermediate training on
English tasks. Wang et al. (2019). Similar as
with earlier models, it remains an open question for
STILT models which tasks transfer well to which
tasks (Vu et al., 2020; Pruksachatkun et al., 2020;
Chang and Lu, 2021). It should be noted that most
work on STILS for autoencoder language models
is done on text (i.e. sentence) classification only.

Later work used autoregressive language mod-
els, which learn to generate texts (as opposed to
the autoencoding models, which learn to predict
one token at a time, used by the previously men-
tioned STILT papers). These language models are
commonly used for different types of tasks, namely
generation tasks (e.g. question answering, machine
translation, summarization), whereas autoencoding
models are commonly used for classification and
word-level tasks (text classification, pos-tagging,
parsing etc.). Recent work has shown that many
NLP tasks can be converted to generation tasks, and
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SemEval Task Included sub-tasks Languages Citation

2: Multilingual Idiomatic-
ity Detection

Idiomaticity detection (1-shot) EN, PT, GL Tayyar Madabushi
et al. (2022, 2021)

3: PreTENS 1: Binary acceptability EN, IT, FR Zamparelli et al.
(2022)2: Regression acceptability EN, IT, FR

4: Patronizing and
Condescending Language
Detection

1: Binary PCL detection EN Pérez-Almendros
et al. (2022);
Perez Almendros
et al. (2020)

2: Multi-label PCL classification EN

6: iSarcasmEval 1: Sarcasm detection EN, AR Abu Farha et al.
(2022)2: Irony-labeling EN

3: Paraphrase sarcasm detection EN, AR
10: Structured Sentiment
Analysis

Expressions, entities and rela-
tions

CA, EN, ES, EU,
NO

Barnes et al. (2022)

11: MultiCoNER - Mul-
tilingual Complex Named
Entity Recognition

Named Entity Recognition BN, DE, EN, ES,
FA, HI, KO, MI,
NL, RU, TR, ZH

Malmasi et al.
(2022)

12: Symlink Entities and relations EN Dac Lai et al.
(2022)

Table 1: Overview of all tasks we participate in. Original source of the data of task 10 are Øvrelid et al. (2020);
Barnes et al. (2018); Agerri et al. (2013); Wiebe et al. (2005); Toprak et al. (2010).

can then directly be used to (re-)train an autoregres-
sive language model in a multi-task setup (Aribandi
et al., 2022; Sanh et al., 2022). In this setup it is
easier to exploit a variety of task-types and a much
higher amount of datasets (~50-100 datasets) is
used compared to previous work.

In this paper, we set out to examine whether
we can obtain performance improvements with
multi-task learning and re-finetuning after multi-
task learning (i.e. STILT) for a pre-defined set of
semantically focused NLP tasks. More precisely,
we will use the pre-defined set of SemEval 2022
tasks, and train a multi-task model for all text-based
SemEval tasks that include annotation on the word,
sentence or paragraph level.2 We compare a strong
single task baseline to a default multi-task learning
model, where the encoder is shared, each task has
its own decoder, and training is done on all tasks
simultaneously (shuffled batches). Finally, we use
the parameters from the multi-task model to train a
task-specific model for each task again. We seek to
answer the following research question:

• Can we exploit a pre-selected combination of
NLP tasks in a multi-task setup to improve the
ability of an autoencoder language model to
learn NLP tasks?

2document level annotation is excluded, as it is non-trivial
to model in current autoencoder language models

To the best of our knowledge, we are the first
to participate in more than 2 SemEval tasks simul-
taneously, by participating in 7 tasks and a total
of 11 tasks including sub-tasks. In our multi-task
model, we model a total of 19 tasks if we train on
the full data from the tasks (some tasks are mod-
eled as multi-task by themselves), and 54 tasks
if we separate them by language or dataset. We
will release the finetuned multi-task language mod-
els on the hugginface hub (Wolf et al., 2020) for
future use, which we dub: Sem-mmmBERT (Se-
mEval MaChAmp multi-task multi-lingual BERT)3

based on mBERT (Devlin et al., 2019) and Sem-
RemmmBERT (SemEval Rebalanced MaChAmp
multi-task multi-lingual BERT)4 based on Rem-
BERT (Chung et al., 2021).

2 Datasets

An overview of the datasets for the tasks included
in our setup is shown in Table 1. For task 2, the
regression task has no gold training data, so it was
left out. Furthermore, we did not participate in any
constrained tracks, as we are mainly interested in
setups where we also trained on other data. The
languages used in the tasks have some overlap, but
also some unique languages. English is present in
all tasks.

3https://huggingface.co/robvanderg/Sem-mmmBERT
4https://huggingface.co/robvanderg/Sem-RemmmBERT
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SemEval2 SemEval3 SemEval4 SemEval6 SemEval10 SemEval11 SemEval12

Single - output

Multi - output
Sem-mmmBERT

Multi_fine - output

mBERT

Figure 1: Schematical overview of our proposed multi-task models and the mono-dataset baseline. Sem-mmmBERT
is the BERT model which can also be useful for other downstream tasks, and thus the one we release on the
huggingface hub. In this example we show the usage of data when training models for task 4 (dashed arrows). For
illustrational purposes we left out the sub-tasks in this figure. The boxes with the lines represent annotated data, and

= a trained MaChAmp model.

Task MaChAmp #words #sents #sents
task-type smoothed

2-a1 classification 10,199 139 2,742
3-1 classification 99,044 11,669 25,131
3-2 regression 4,761 785 6,518
4-1 classification 399,376 8,369 21,283
4-2 classification 135,750 2,202 10,917
6-a classification 83,266 5,254 16,863
6-b classification*6 12,183 691 6,115
6-c classification 29,242 1,287 8,346
10 seq seq seq 1,109,260 58,799 56,413
11 seq_bio 2,768,898 171,300 96,288
12 seq seq 944,176 3,120 12,994

Table 2: The task-types used within machamp for each
of the (sub-)tasks, and the data size before and after
smoothing.

Table 2 reports the sizes of the datasets, we see
that there is a large variety. We attempt to overcome
this with dataset smoothing, which is described in
more detail in Section 3.8.

3 Model

We implemented all of our models in MaChAmp
v0.3beta (van der Goot et al., 2021). MaChAmp
is a toolkit that focuses on multi-task learning for
NLP task-types based on AllenNLP (Gardner et al.,
2018) and the transformers library (Wolf et al.,
2020). It supports a wide variety of tasks, and
a variety of options for multi-task learning (for

within as well as cross-dataset multi-task learning).
A typical MaChAmp model consists of a shared
encoder (i.e. language model), with multiple de-
coders on top (one for each task), which all share
the same encoder. We use all default hyperparame-
ters of MaChAmp for our experiments, except for
the dataset smoothing (Section 3.8). Our general
setup is shown in Figure 1. As baseline, we take
the data of a single SemEval task, and finetune
a MaChAmp model with all default hyperparam-
eters (SINGLE). The first multi-task setup, is a
MaChAmp model trained on a combination of all
SemEval tasks we consider (MULTI), where each
task has its own decoder. Finally we take the hyper-
parameters from the MULTI model, and refinetune
them for a single task at a time (MULTI-FINE).

For the relation extraction tasks (task 10 and 12),
we first converted the data to a word-level sequence
labeling task, and we contributed a regression task-
type in MaChAmp, to be able to tackle task 3-2.
For all sub-tasks with multiple languages/datasets,
we evaluate also whether learning these in separate
decoders is useful (so we split the datasets, and
learn them as separate tasks). Below, we describe
the choices we made for each of the tasks (the
MaChAmp task-types can be found in Table 2),
after which we describe our two multi-task setups
(Section 3.8 and Section 3.9).
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Some others give the new UMUC 5 stars - don’t believe them .
O O O O O O B-expr I-expr O B-expr O O
B-ent I-ent O B-ent I-ent I-ent O O O O O B-ent I-ent
O O O O O O Positive:-2:-1 O Negative:null:+1 O O

Expression Expression TargetTargetHolder

Positive Negative

Figure 2: Example of conversion of sentiment graph to sequence labeling for task 10, showing a gold annotated
sentence (top of line) and the three layers of annotation that the model is supposed to predict (below the line):
expression identification, entity identification and relations.

3.1 Task 2

We only participate in the supervised task (one-
shot task a), which is a binary task where the goal
is to identify whether a sentence contains an id-
iomatic expression. We use the classification task-
type in MaChAmp, and include the multiword ex-
pression (MWE) as well as all 3 sentences (target
+ context) as input. Note that they will automati-
cally be separated by a special separation token in
MaChAmp, and their segment ID’s will be all 0’s
for the MWE and third sentence, and 1’s for the
second and fourth sentence (for language models
supporting segment ID’s). We use macro-f1 for
model picking as well as for the results we report
in Section 4.

3.2 Task 3

Subtask 1 is a binary classification task: is a sen-
tence (semantically) acceptable or not. We use
the classification task type in MaChAmp and the
macro-f1 metric. The data is divided in folds by
the organizers, we use fold 1 and 2 as train data,
and 3 as dev data. For subtask 1 we use macro-f1
for model picking, and report macro-f1s from the
official evaluation script in Section 4.

Subtask 2 is a regression task, where we predict
an acceptability score between 1 and 7. We con-
tributed a regression decoder to MaChAmp, which
uses a simple linear layer and mean square error
loss. We use fold 0 for training and fold 1 as dev
data. For subtask 2 we use pearson correlation for
model picking.

3.3 Task 4

Subtask 1 concerns a binary classification task:
does an utterance contain patronizing or conde-
scending language or not. Subtask 2 identifies one
out of 7 sub-categories of patronizing and conde-
scending language. We model both tasks as clas-

sification task in MaChAmp, and split the data for
both sub-tasks in 80% train and 20% dev data. Fol-
lowing the official metrics, we use accuracy for task
1 and macro-f1 score for task 2 for model picking.

3.4 Task 6

We use an 80:20 split for each of the tasks. Task
A is binary sarcasm detection, task B is a multi-
class classification task, in which we model each
category as a separate task, so that multiple classes
can be predicted. Task C is paraphrase detection
between sentence-pairs. We follow the official met-
rics and use macro-f1 for task A and B, and accu-
racy for C for model picking.

3.5 Task 10

Task 10 is fine-grained sentiment analysis, in which
sentiment graphs are predicted. Each opinion is
annotated as a tuple consisting of: an expression,
which has a polarity (positive/negative) a link to
the target, and potentially a link to a holder/source
(the person expressing the sentiment). Inspired
by Ramponi et al. (2020), we convert this task to
three sequence labeling tasks (see also Figure 2).
The first task is expression identifiction, which we
model as BIO encoded spans. It should be noted
that the spans can overlap. The second task is the
identification of the source and targets, which are
also encoded as BIO spans, which can also over-
lap. For each token that is the beginning of an
expression (B-label), we include a label describ-
ing the relations (the third task), which are triples
containing of: polarity, link to holder, link to tar-
get. The links to targets are simply counts of the
directions to the next identified entities (i.e. +1 for
the next identified entity), similar to the relative
POS strategy of Strzyz et al. (2019), and the rela-
tion extraction implementation of Ramponi et al.
(2020). There can be multiple relations for a given
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expression. We concatenate the overlapping labels
(which all three sub-tasks have) and model these
three tasks in MaChAmp as sequence labeling task.
We compared this against using the “multiseq” task
type, which can output multiple labels per token.
However, performance was better when simply do-
ing sequence labeling, in contrast to Ramponi et al.
(2020). Perhaps tuning the threshold of the pre-
diction confidence to include labels could lead to
better results (we used the default of 0.5), which we
leave for future work. After prediction, we convert
the data back to the official json format.

For model picking, we take the average over
the accuracies of the concatenated labels, in Sec-
tion 4 we report the official metric, sentiment graph
F1 (Barnes et al., 2022).

3.6 Task 11
Task 11 is multi-lingual named entity recognition.
We compared running with and without a CRF-
layer, and found that the CRF layer is benefi-
cial. We use span-f1; the implementation of Al-
lenNLP for model picking, and the output of the
conlleval.pl script for results reported in Sec-
tion 4, because there is no official evaluation script
available

3.7 Task 12
Task 12 is the linking of mathematical symbols,
which consists of two steps: 1) detect mathematical
symbols 2) identify links between them, which are
directed and labeled. We use a similar strategy
as we used in task 10, where we convert the task
to sequence labeling. In contrast to task 10, the
data in task 12 is not pre-tokenized, and some of
the spans do not allign with the whitespaces. We
tokenize with the _is_punctuation function
from the transformers library (Wolf et al., 2020) to
circumvent this, and save where it splits so that we
can undo it after prediction. Similar as for task 10, a
token can have multiple labels, we attempt to model
this with the “multiseq” task-type in MaChAmp,
which can predict multiple labels, but obtain better
results by concatenating the labels and predict them
as one label per token. We used accuracy for both
tasks, as the official metric was not released. The
results reported in Section 4 are the average of these
two sub-tasks.

3.8 MULTI

We compare the single task baselines to models
where we exploit multi-task learning (see also Fig-

Task COMBINED SEPARATE

task2-a1 66.00 61.28
task3-1 66.77 66.71
task3-2 74.07 72.14
task4-1 42.59 —
task4-2 25.67 —
task6-a 31.27 31.25
task6-b 17.05 —
task6-c 90.74 91.67
task10 35.10 28.90
task11 79.86 79.48
task12 96.06 —

Table 3: Scores (dev) of single-task models with
mBERT. SEPARATE means that the data from each lan-
guage (or dataset for task10) has its own decoder. An
empty cell (—) means that the task did not consist of
multiple datasets/languages, so SEPARATE equals COM-
BINED.

ure 1). In the first setup, we finetune MaChAmp
on all tasks simultaneously, for which we enable
the multinomial smoothing in MaChAmp with
α = 0.5, so that the distribution between tasks
becomes more similar (see also Table 2. Note that
some SemEval tasks consist of multiple sub-tasks,
and some single tasks are modeled as multiple tasks
in MaChAmp, we have a total of 19 tasks in the
final setting. We evaluate the output of each de-
coder/task separately for this model.

3.9 MULTI_FINE

After the multi-task model is trained, we save the
parameters of the shared encoder, so that they can
be re-used for the next step. Finally, we re-finetune
the resulting model for each task seperately again,
to see whether the multi-task model constitutes
a better initialization than the vanilla language
model.

4 Results

For all the tasks where the shared task organizers
released an evaluation script, we used the official
script for the results reported in this section (for the
model-picking we used internal equivalent metrics,
see Section 3 for the details per task); for task11
we used conlleval.pl, and for task12 we used
an average of accuracy over our converted data.
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Task SINGLE MULTI MULTI_FINE

task2-a1 66.00 64.67 63.64
task3-1 66.77 66.82 66.87
task3-2 74.07 84.82 85.37
task4-1 42.59 52.81 80.00
task4-2 25.67 28.86 27.65
task6-a 31.27 59.75 43.08
task6-b 17.05 21.64 19.22
task6-c 90.74 89.20 95.37
task10 35.10 37.70 25.70
task11 79.86 75.73 79.52
task12 96.06 95.10 95.31

avg. 56.83 61.55 61.98

Table 4: Scores of multi-task settings versus the single
task baselines for mBERT.

4.1 Single task results

On the single task level, we compared for all
datasets consisting of multiple languages or sub-
datasets whether it is useful to train them as a single
task (with one decoder: COMBINED), or as separate
tasks (with N decoders: SEPARATE). For compu-
tational efficiency, these tests are only done with
mBERT.

Table 3 shows that modeling the languages in
separate decoders is only beneficial for task 6 c.
We hypothesize that this is because this dataset
only contains two languages (English and Arabic),
which are relatively distant, so sharing the decoder
leads to performance drops. For all further experi-
ments, we will use the COMBINED setup.

4.2 Multi-task results

We first evaluate the results with mBERT, as we
also have the single-task results with mBERT (due
to computational constraints we do not have them
for RemBERT). Table 4 shows the scores for
the single-task (SINGLE) baseline, the multi-task
model (MULTI), and the intermediate multi-task
with finetuning per task setup (MULTI_FINE). In-
terestingly, each of the three models perform best
for 3 or 4 different tasks, and it is thus highly de-
pendent on the task which setup is most beneficial.
Differences between scores can be huge though,
and when looking at the averages it is clear that
the multi-task setups are beneficial over single task
models and competetive to each other. The small-
est and largest datasets (Table 2) score best with
the single task model, as well as task 12, which

MULTI MULTI_FINE

task2-a1 78.79 67.38
task3-1 66.85 66.86
task3-2 85.41 85.80
task4-1 65.57 71.07
task4-2 28.77 29.54
task6-a 69.74 51.66
task6-b 29.82 18.77
task6-c 96.30 91.05
task10 47.70 45.60
task11 80.45 82.94
task12 95.67 96.33

avg. 67.73 64.27

Table 5: Scores of multi-task settings for RemBERT.

can be considered an outlier. The multi-task setup
without additional finetuning (MULTI) seems to
be mostly beneficial for classification tasks. The
additional finetuning (MULTI_SEQ) is especially
flourishing for task 4-1 and 6c, which are small to
medium sized classification tasks, and it is unclear
why their trends differ so much compared to task
3-1, 4-2 and 6-a. It should be noted that MULTI is
computationally more attractive as well as much
smaller to store, as we only need one model for all
tasks.

Before the deadline for the SemEval task, we
managed to also train the final model with Rem-
BERT (Chung et al., 2021) as language model,
however, we do not have the single task baselines.
Unfortunately, here only the model with separate
decoders for each language/dataset fit on our largest
GPU (40gb), so we submitted results with these.

Table 5 shows that also for the RemBERT em-
beddings, there is no clear single best strategy. The
best multi-task strategy sometimes differs com-
pared to the mBERT results (Table 4): task4-2,
task11 and task12 differ, where the latter two where
the tasks where the single task was the best perform-
ing for the mBERT embeddings. On average, the
MULTI setup performs more than 3 absolute points
higher, but this is mainly due to task 6, which has 3
subtasks (and thus weights heavier in the average).

4.3 Test data

We submitted the results of the mBERT single task
baseline and the RemBERT MULTI_FINE setup for
the official test evaluations. In Table 6 we show the
obtained results and rankings for each task.
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Task Single Multi_fine Ranking
mBERT RemBERT Ranking

task2-a1 — 66.07 NA
task3-1 78.78 86.42 11/21
task3-2 0.6792 -0.164 17/17 (3/17)
task4-1 0.4172 0.4211 56/78
task4-2 0.0772 0.1546 34/49
task6-a 0.3639 0.3187 31/43 & 12/32
task6-b 0.0919 0.0851 3/22
task6-c 0.2400 0.2250 16/16 & 13/13
task10 0.472 0.501 13/22
task11 0.6027 0.6768 18/26
task12 2.67 7.42 —

Table 6: Official test set results. The — indicate re-
sults we could not obtain, and the NA is because we
trained on data that was not allowed for that task, so we
participated without ranking. For some tasks, multiple
rankings are given per sub-track,for task3-2, the single
mBERT based model would have ranked 3th.

We note that there are some disrepancies be-
tween scores on the test data (Table 6) and the
previously reported dev scores (Table 4), these are
probably the result of differences in implementa-
tion for the metric (when the official code was not
released), and could sometimes be the result of up-
loading the data in the wrong format (e.g. task3-2).
Perhaps surprisingly, the single task mBERT model
sometimes outperforms RemBERT. This leads to
the conclusion that we should not always blindly
use the latest, larger language model. Furthermore,
we see that for most tasks we rank somewhere in
the middle. It should be noted that little to no tuning
is done (except for MaChAmp task-type for three
of our tasks: 10, 11, 12), as our focus was mostly
on comparing our own models to each other and
answering our research question. Results can be ex-
pected to still increase by selecting the architecture
(SINGLE, MULTI, MULTI-FINE), selecting language
model per task, tuning the multi-task setup (loss
weighing, combination of tasks, smoothing α etc.)
or the other hyperparameters (learning rate, sched-
uler, batch size etc.) of MaChAmp.

5 Conclusion

We have compared three setups in this work: SIN-
GLE: single task finetuning of language models,
MULTI: multi-task finetuning of language mod-
els, MULTI_FINE: using the output of MULTI and
finetuning on single target tasks again. Our setup
is both multi-lingual and uses pre-defined set of

tasks with a large variety in types of tasks. Our
results confirm the findings of recent and concur-
rent work (Phang et al., 2018; Aghajanyan et al.,
2021), showing that for some task combinations,
we can benefit from an intermediate task-trained
model (MULTI_FINE). However, we also show that
all three evaluated setups perform well for certain
tasks. We hypothesize that this is an effect of us-
ing a pre-defined set of tasks. In our setup the
differences between the setups are in some cases
extremely large (error reductions larger than 40%
compared to the single task baseline have been ob-
tained for three tasks), whereas for some other tasks
our single task baseline performed best. This leads
to a positive answer to our research question, and
the conlusion that intermediate finetuning can be
beneficial. However, care should be taken, as our
results also show that MULTI_FINE does not out-
perform MULTI nor SINGLE in all situations, which
raises the question: how can we predict whether the
intermediate model is better or we need to finetune
one more time on the target task?
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