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Abstract
This paper presents a solution for the SemEval-
2022 Task 11 Multilingual Complex Named
Entity Recognition. What is challenging in
this task is detecting semantically ambiguous
and complex entities in short and low-context
settings. Our team (CMB AI Lab) propose
a two-stage method to recognize the named
entities: first, a model based on biaffine layer
is built to predict span boundaries, and then
a span classification model based on pooling
layer is built to predict semantic tags of the
spans. The basic pre-trained models we choose
are XLM-RoBERTa and mT5. The evaluation
result of our approach achieves an F1 score of
84.62 on sub-task 13, which ranks the third on
the learder board.

1 Introduction

Named entity recognition (NER)(Tjong Kim Sang
and De Meulder, 2003) is a fundamental task in
natural language processing, aiming at identifying
the spans of texts that refer to entities. NER is
widely applied to information extraction and data
mining(Lin et al., 2019)(Cao et al., 2019), which is
greatly challenging in practical and open domain
settings. However, the previous research has not
paid much attention on processing complex and
ambiguous named entities.

SemEval 2022 task 11 (Malmasi et al., 2022b)
containing a total of 13 sub-tasks is a complex
NER task which focuses on detecting semantically
ambiguous and complex entities in short and low-
context settings (Meng et al., 2021). For the pur-
pose of testing the domain adaption capability of
the participating models, the task not only set 11
base sub-tasks: English, Spanish, Dutch, Russian,
Turkish, Korean, Farsi, German, Chinese, Hindi
and Bangla, but also set two additional testing sets
on questions and short queries: Multilingual, and
code-mixed (Fetahu et al., 2021). We conduct a
two-stage method to deal with the code-mixed sub-
task, which achieves an F1 score of 84.62.

This paper is structured as follows. The related
work of NER is briefly introduced in Section
2. The data for training and testing the model
is presented in Section 3. The details of the
two-stage method is described in Section 4. The
experimental results of our method are exhibited in
Section 5. Section 6 summarizes this paper.

2 Related Work

In the NLP field, the NER task is usually consid-
ered as a sequence labeling problem (Liu et al.,
2018) (Lin et al., 2019) (Cao et al., 2019). With
well-designed features, CRF-based models have
achieved the leading performance (Lafferty et al.,
2001) (Finkel et al., 2005) (Liu et al., 2011). Re-
cently, neural network models have been exploited
for feature representations (Chen and Manning,
2014). Moreover, contextualized word represen-
tations such as ELMo (Peters et al., 2018) and
BERT (Devlin et al., 2019) have also achieved
great success. As for NER, the end-to-end bi-
directional LSTM + CRF model (Lample et al.,
2016) (Yang et al., 2018) is one representative ar-
chitecture. These models are only capable of rec-
ognizing regular named entities.

In e-commerce search domain, a common sce-
nario is code-mixed queries, with query terms com-
posed of multiple languages(Bhargava et al., 2016).
The application for code-mixed Web queries still
remains challenging(Gupta et al., 2014). A recent
work proposed an NER hybrid approach for code-
mixed queries, consisting of a gazetteer and tree
based identifier(Bhargava et al., 2016). Another
work leverages linguistic features to train a condi-
tional random field (CRF) model, where the output
is further processed using multi-lingual gazetteer
lists(Gupta et al., 2016). In Seme Val 2022 task
11 code-mixed sub-task, we use a two-stage NER
approach and get the 3rd place in the competition.
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3 Data

In this task, we use the official raw data (Malmasi
et al., 2022a) to train and test our model. Each
line of texts in the data belongs to a sample, the
languages involved are: English, Spanish, Dutch,
Russian, Turkish, Korean, Farsi, German, Chinese,
Hindi, and Bangla, some of which are also pro-
vided with code-mixed data as an additional sub-
task. Entity types include Person, Location, Group,
Corporation, Product, and Creative Work. The par-
ticipants have to use their systems to accurately
detect the entities and submit the predictions for
the mixed languages task.

In a data file, samples are separated by blank
lines. Each data instance is tokenized and each
line contains a single token in the first column with
the associated label in the last (4th) column. The
second and third columns are underscores (_) to
separate the tokens and the labels. The entities are
labeled with the BIO scheme, which means that the
token tagged O is not a part of the entity, the token
tagged B-X is the first token of an X type entity,
and the remaining tokens of the entity are tagged
as I-X.

When the amount of training data is insuffi-
cient or unevenly distributed, data augmentation
can quickly expand the corpus to avoid overfitting.
At the same time, data augmentation can also im-
prove the robustness of the model, preventing the
performance of the model from being greatly re-
duced once the data only changes slightly. We
build a dictionary with all entities of the same type
to randomly replace the entities in each sample,
and translate the replaced entities into other lan-
guages to expand the dataset, which is similar is
to autoencoders in the computer vision. However,
translation between different languages relies on
a large number of parallel corpuses, and requires
training first.

4 Methodology

The two-stage method we use in this task includes
two separated models to recognize the named enti-
ties: one for predicting the boundaries of the spans,
and the other for predicting the semantic tags of
the spans. The processing flow of our approach is
depicted in Figure 1.

4.1 Text Encoders
The models we employed are both trained
based on XLM-RoBERTaLARGE and mT5LARGE .

Figure 1: The processing flow of our approach

XLM-RoBERTa (Conneau et al., 2020): XLM-
RoBERTaLARGE is pre-trained on 2.5TB of fil-
tered common crawl data containing 100 languages,
which consists of 24 transformer layers, 16 self-
attention heads per layer, and a hidden size of 1024.
In order to deal with a large number of common
words in natural language corpus, BPE (byte pair
encoding), a coding schema mixed by the character
level and the word level representation, is utilized
to process the text data.
mT5 (Xue et al., 2021): mT5LARGE is a multi-
lingual pre-trained text-to-text transformer which
is pretrained on the common crawl-based dataset
corpus, covering 101 languages. We only use the
encoder of the mT5LARGE consisting of 24 trans-
former layers.

4.2 Boundary Detection of Spans

The first stage of our method is to extract the phrase.
As shown in Figure 2, we built a boundary detec-
tion model by connecting the last hidden states of
the pre-trained model to the biaffine layer (Yu et al.,
2020) to obtain the span boundaries, which can also
be regarded as a named entity recognition (NER)
model that only recognize one single category.

The output of the biaffine model is a span bound-
ary matrix as illustrated in Figure 3. All pairs of
start-end tokens have corresponding scores indicat-
ing whether they are the spans we need. Figure 4
shows an example of a span boundary matrix: the
reason why Jackie Ma and the louvre museum
are the entities in this sentence is that they are the
two pairs of start-end tokens.

To better detect the span’s boundary, we build
a dictionary from the training data. Words that
appear in training data more than twice are selected
and then splice together with the original sentence
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Figure 2: Span boundary detection model

Figure 3: Biaffine model: using start-end pointer to
explore all spans

into the input text fragment, as shown below:

[CLS] word selected 1 [SEP] word selected 2
[SEP] ... [SEP] sentence [SEP].

4.3 Span Classification

The second stage of our method is to classify the
spans obtained in the first stage. We built a clas-
sification model to determine which semantic tag
the span belongs to. As shown in Figure 5, a full
connection layer is connected to the pooling layer
of the pretrained model to output the score for each
category, and then is activated by a softmax func-
tion, with the cross entropy set as the loss function
of the classification model.

It should be noted that the text fragment to be
classified is constructed by the phrase extracted
from the first model (boundary detection) and the
original sentence. Similar to the sentence pair clas-
sification, a sample sentence before BPE applied
appears as below:

[CLS] phrase extracted [SEP] sentence [SEP].

Figure 4: Span boundary matrix: scores of all start-end
token-paire for detecting boundary of span

Figure 5: Span classification model

4.4 Training Procedures

In the first stage (span boundary detection), the
Adam optimizer with a learning rate of 6 × 10−6

is employed, the batch size is set to 12, and the
model is trained for 30 epochs. As for the second
stage (span classification), the learning rate of the
Adam optimizer is set to 8 × 10−6, and the batch
size and the number of epoch amounts are 16 and
40 respectively. For each stage, we use both the
10-fold cross-validation.

During the training phase of the span classifica-
tion model, FGM adversarial learning is applied
to improve the robustness of model: the samples
are mixed with some fairly small disturbances that
might lead to misclassification, and the neural net-
work is then adapted to the disturbances to be ro-
bust to the adversarial samples.

4.5 Ensemble Model

The ensemble of deep learning models has a great
improvement on the test dataset. We ensemble the
predictions of span boundary detection models by
voting strategy to get the best span boundary. Be-
sides, the predictions of span classification models
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are also combined to get the final predictions. Each
model is trained on different dataset augmented
and based on different text encoders (i.e., XLM-
RoBERTa and mT5). What is most conspicuous,
however, is that the strategy of the two-stage model
performs better than the traditional ner model in
this task.

5 Results

A two-stage method is employed to complete the
code-mixed language sub-task. Based on two pre-
trained models (XLM-RoBERTa and mT5), we
adopted a variety of optimization schemes, such
as: biaffine network structure, two-stage entity pre-
diction, adding distantly supervised dictionary and
adversarial training, all of which have achieved a
certain improvement, according to the evaluation
results shown in Table 1. Lastly, we voted on all
prediction results in terms of ensemble learning
idea to get the final submission file.

With the XLM-RoBERTa + crf method as the
baseline, and an end-to-end structure, we get an
F1 score of 79.7. After using the biaffine network
structure and two-stage optimization architecture
instead, the F1 score improves to 80.9 and 81.3
respectively. In addition, the two-stage optimiza-
tion architecture introducing supervised dictionary,
adversarial training and data augmentation obtains
F1 scores of 82.5, 83.1 and 82.7 respectively. Com-
pared to the XLM-RoBERTa, the prediction results
acquired based on the mT5 pre-trained model are
improved by an average of 0.4 points. As a re-
sult, the final evaluation scores gained by voting is
84.62.

6 Conclusion

Aiming at the complex multilingual ambiguity and
lack of context in this competition, we adopt a
deep learning network model for entity extraction
based on the biaffine attention mechanism, and
carry out transfer learning based on different pre-
trained models such as RoBERTa and mT5.

Through adversarial training, the robustness of
the model is enhanced, and the two-stage training
also improves the performance of the model in few-
shot scenarios. Besides, a remote supervised dic-
tionary is added to revise the results, and the entity
dictionary for random replacement and multilin-
gual machine translation is used for data augmen-
tation. Usually for enhanced data, it is necessary to
give a weight less than 1, which is different from

Comparison of different methods
Method F1(%)
Baseline XLM-RoBERTa+crf 79.7
Biaffine 80.9
Two-Stage 81.3

w/Dict 82.5
w/adv train 83.1
w/data augmentation 82.7

Baseline mT5+crf 80.2
Biaffine 81.2
Two-Stage 81.7

w/Dict 82.8
w/adv train 83.6
w/data augmentation 83.2

Ensemble strategy 84.62

Table 1: The code-mixed sub-task evaluation results

real data. Data augmentation can also alleviate the
problem of data imbalance. Ultimately, the best
result (F1 score of 84.62) is achieved via ensemble
learning voting strategy.
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