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Abstract

We present NEAMER - Named Entity
Augmented Multi-word Expression Recog-
nizer.  This system is inspired by non-
compositionality characteristics shared be-
tween Named Entity and Idiomatic Expressions.
We utilize transfer learning and locality fea-
tures to enhance idiom classification task. This
system is our submission for SemEval Task 2:
Multilingual Idiomaticity Detection and Sen-
tence Embedding Subtask A OneShot shared
task. We achieve SOTA with F1 0.9395 dur-
ing post-evaluation phase. We also observe
improvement in training stability. Lastly, we
experiment with non-compositionality knowl-
edge transfer, cross-lingual fine-tuning and lo-
cality features, which we also introduce in this

paper.
1 Introduction

Multi-Word Expressions (MWEs) are defined
as "idiosyncratic interpretations that cross word
boundaries (or spaces)" (Sag et al., 2002). Recent
advances in pre-trained language models such as
BERT (Devlin et al., 2019) have enhanced perfor-
mance of Sentence Classification task, however
tasks that specifically identify Multi-Word Expres-
sions (MWE) remain unsolved due to its specific
idiomatic properties (Garcia et al., 2021; Yu and
Ettinger, 2020). This SemEval shared task (Tay-
yar Madabushi et al., 2022) aims to understand
Multi-Word Expressions better by novel classifica-
tion and sentence similarity tasks.

Named Entity Recognition (NER) is a task to
identify Named Entities (People, Organizations
etc.) in a sentence. Multiple datasets exist that
specifically perform this task, including CoNLL-
02/03 Shared Tasks for English, German, Span-
ish and Dutch (Tjong Kim Sang, 2002; Tjong
Kim Sang and De Meulder, 2003). Multi-Word
Expressions and Named Entities are similar in a

Research unrelated to work

MWE Target Label

gold mine | This means that search | 0
data is a gold mine for | (Idio-
marketing strategy. matic)

gold mine | The hashtag “Qixia gold | 1
mine incident” has been | (Non-
viewed many million of | idiom-
times on the social media | atic)
site Weibo.

gold mine | The Gold Mine’s plain | 1
frontage & sparse, white- | (Non-
walled dining room sug- | idiom-
gest that it’s a quick-fix | atic)
refuelling stop rather than
a place to linger.

Table 1: Dataset samples, table from (Tayyar Madabushi
et al., 2021). Note that 3rd example is a named entity
(The Gold Mine referring to a restaurant).

way that they consist of more than one word but
they form a single semantic unit. Thus, Named
Entities could be seen as a specific type of Multi-
Word Expressions (Jackendoff, 1997; Vincze et al.,
2011). However they are different from idiomatic
expressions.

We propose NEAMER - Named Entity Aug-
mented Multi-word Expression Recognizer that
aim to utilize non-compositionality shared between
two streams of NLP research. We explore trans-
fer learning between NER and idiom classification
tasks. We also experiment with "locality features"
to augment representations of text.

We have participated in Subtask A which is a
multilingual classification task to determine if a
given sentence has correct idiomatic usage or not.
We have focused our efforts on the OneShot setting,
where the goal is to classify the target sentence uti-
lizing the ZeroShot dataset consisting of idioms not
found in test set and the OneShot dataset consist-
ing of 1 idiom-label pair for all idioms in test set.
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The dataset has been provided by task organizers
(Tayyar Madabushi et al., 2021).
Contributions of this paper are :

* NEAMER system which utilizes transfer
learning, NER and other locality features to
improve performance and stability of MWE
classification task.

* Investigation into transfer learning between
NER and idiom classification task.

» Performance and error analysis to understand
capabilities of transfer learning, cross-lingual
fine-tuning and locality features.

2 Methodology
2.1 Idiom and Named Entity

Idioms and named entities are similar in the way
that when they are comprised of multiple words,
collocated words encode extra semantics while in-
dividual words lose their semantics partially or
completely. This property is referred as non-
compositionality (Baldwin and Kim, 2010). "In
a nutshell"” means "very briefly, giving only the
main points" (Cambridge, 2022) as an idiom; in-
dividual words lose their concrete semantics and
only the combination specifies intended meaning.
Similarly, "Papa John’s" refers to "an American
pizza restaurant chain" (Wikipedia, 2022) when
used as a named entity; in this case, even gram-
matical functions of individual words are mostly
ignored. This similarity is the basis for the transfer
learning experiments we performed.

We have discussed similarities, but what about
differences? Idioms and named entities refer to
completely different usage of MWEs. Idioms are
utilized to improve fluency and understandability,
or make language more colloquial (Baldwin and
Kim, 2010). Named entities are utilized to spec-
ify name of persons, organizations and locations
(Tjong Kim Sang and De Meulder, 2003) and do
not have such social purpose. Correspondingly we
can expect certain knowledge to be easily transfer-
able between two tasks, while it may take more
epochs to obtain best final performance due to fun-
damental difference between tasks leading to neces-
sity for "unlearning" the previous fine-tuned task.
We explore the ideas in the experiments.

2.2 Transfer Learning and Stability

As discussed in Section 2.1, idioms and named en-
tities show similar non-compositionality. Thus this

is the basis for our transfer-learning experiments,
where large language models finetuned on NER
task are further trained on idiomatic expression
classification task. We investigate following ideas
in the experiments:

1. We hypothesize that disparity between task
types can bring instability. Large language models
are known to be unstable during training (McCoy
et al., 2019; Zhou et al., 2020). Language mod-
els are trained using Masked LM pre-training task.
The aim of the Masked LM task is to classify ev-
ery masked word to original word, which results
in classification of each tokens to 30,000 possible
labels. In contrast, the task at hand is much simpler,
with the aim being to classify whole sentence into
2 labels according to usage of relevant MWE. NER
task can bridge this task complexity gap since the
aim is to classify each tokens to 9 labels.

2. We hypothesize that non-compositionality
understanding of the model can be shared be-
tween tasks. NER systems need to understand
non-compositionality to correctly predict B-XXX
tags. It also predicts multiple named entities
per sentence. Thus we assert that enough non-
compositionality understanding is learnt during the
NER fine-tuning process compared to Masked LM
task where each token is predicted independently.

We additionally hypothesize that language-
specific knowledge could be improved for the
model through fine-tuning with similar language
data, which we perform experiments on.

2.3 Locality Features

We design 5 features that are closely related to
MWE usage types. Those are the following:

1. Entity - Whether an MWE contains an NER
output span, or an NER output span contains an
MWE.

2. Capitalization - Whether any word in the
MWE is intentionally capitalized (excluding the
first word in a sentence and the case where MWE
itself is explicitly capitalized in the dataset).

3. "Be a *" - Whether the MWE starts with a
be-verb and the article a/an’. Same for Portuguese.

4. "The *" - Whether the MWE starts with "the".

5. Quotation - Whether the MWE is surrounded
by quotation marks (" or ’).

We name them "locality features" because they
expand upon specific position of an MWE by look-
ing at adjacent characters. We encode locality fea-
tures using a deep neural network to give enough
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Feature Total 0 (Id-][1  (Not- Named Entity Recognition Training
iomatic) | idiomatic)

All 4491 2535 1956

" " - =
The * 720 366 354 Text L M Token-by-token

Entity 650 94 556 NIE% Egeg (:)RG

Capitalized | 634 50 584 ¢ (1ORG, BORG, -}

Quotation 165 124 41

"Be a *" 30 68 12 Idiom Classification Training

Parenthesis | 6 5 1 o

Table 2: Label statistics in ZeroShot data

Model ENG F1
mBERT-base (baseline) 70.7
xlm-roberta-base 75.5
xlm-roberta-large 79.0

Table 3: English ZeroShot F1 on validation data

significance to the features during training / infer-
ence while enabling them to learn complex rela-
tionships between the text. This is further informed
by label imbalance (excluding "The *" label, which
is balanced) shown in Table 2. We perform experi-
ments on whether or not locality features improve
the performance on the idiom classification task.

3 Experiment Setup
3.1 Model Selection

Experimental results on English ZeroShot (shown
in Table 3) were used to determine pre-trained
checkpoints with best performance. We thus se-
lected XLM-Roberta-Large (Conneau et al., 2020)
as a starting point for training OneShot models.
The list of checkpoints is: xlm-roberta-base,
xlm-roberta-large, xlm-roberta-large-finetuned-
conll03-english, xlm-roberta-large-finetuned-
conll02-spanish, xlm-roberta-large-finetune-
conll03-german, Davlan/xIlm-roberta-base-ner-hrl,
Davlan/xlm-roberta-large-ner-hrl.

3.2 Model Architecture

Our model training scheme and architecture is pre-
sented in Figure 1. We fine-tune the model on NER
task with selected language. For the experiments,
we utilize NER fine-tuned checkpoints as described
in Section 3.1 instead of actually performing NER
fine-tuning. Then, we train the NER fine-tuned
model with text and idiom (MWE) data for the
idiom classification task along with selected local-
ity features. We use two layers of fully connected

LM

Text
& EE—
MWE || Idiomatic
usage
_ Encoder of MWE
NER, locality features . {0, 1}

Figure 1: NER augmented model, see Section 3.2 for
details.

network to encode locality features that are concate-
nated to the text representation. Locality features
used are described in Section 4.5 and implemented
in Python to obtain one-hot vectors which are fed
into the fully connected network. The feature en-
coding and hidden layers of FCN are of size 200. In
comparision, LM text encoding is 768 as originally
used by XLMRobertaForSequenceClassification
class in HuggingFace. The size of encoder feature
representation is selected to enhance importance
of locality features in comparison to LM represen-
tation. We use the classification head provided by
the same XLMRobertaForSequenceClassification
class.

3.3 Training Procedure

We mostly focus on OneShot setting, using both
ZeroShot and OneShot data provided. We used a
learning rate of 2 x 107> and a batch size of 16 for
training our models. Models were trained for 24
epochs and the best checkpoints on the evaluation
data were selected. Random seeds of 0, 1, 3, 5, 42
are used for initial experiments. If any of the seeds
exhibit training failures due to instability (F1 <0.5),
we perform additional experiments with random
seeds 49, 81, 100, 121. This resulted in at least
5 checkpoints for our experiments. All provided
training data was used for training the models. We
picked checkpoints that perform best on respective
languages (EN / PT) for evaluation and submission.
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Model Success
XLM-R 55.6%
XLM-R-EngNER 100%
XLM-R-GermanNER 88.9%
XLM-R-EngNER, Augmented | 100%

Table 4: Model training success percentage.

Phase ALL | EN | PT | GL
Baseline 87.7 | 88.1 | 87.0 | 85.4
Evaluation 93.5 | 96.1 | 89.9 | 92.1
Post-Evaluation® | 94.0 | 96.1 | 91.1 | 92.8

Table 5: Best submissions.

! 'We implemented our models in HuggingFace
(Wolf et al., 2019) and Pytorch (Paszke et al., 2019).
We utilize Tesla V100 NVIDIA GPU for training.

4 Results
4.1 Model Stability

We present observed training success rate for each
of the models in Table 4. We define training fail-
ure as an observance where F1 of the checkpoint
is smaller than 0.5. We observe a very high train-
ing failure rate for the XLM-R e model (44.4%).
We assert that this is due to discrepancy between
the pre-training task of MaskedLLM and the idiom
classification task (more discussion in Section 2.2.)

4.2 Best Submissions

We show our best submissions in Table 5. Our
best official submission during evaluation phase is
ensemble of 3 checkpoints per language consist-
ing of XLM-Rjye-EngNER & SpaNER, with ex-
ception of one XLM-Rya5.-EngNER checkpointz.
Best post-evaluation submission is ensemble of
5 checkpoints per language consisting of XLM-
Riarge-EngNER & SpaNER, selected via process
described in Section 3.3. We achieved top 2
during the competition (Section 7). We are cur-
rently first place in the post-competition leader-
board (4/15/2022).

4.3 Ensemble Model Performance

We submit our models based on the ensemble
model performance shown in Table 6. Checkpoints

!Galician test data was inferred by Portuguese model for
submission.

2The checkpoints were selected according to best perfor-
mance on validation set.

3Experiment performed after end of competition.

Model ALL | EN | PT | GL
XLM-R 92.7 | 945 [ 89.5 | 92.3
XLM-RngRyg 5o | 92.5 | 96.1 | 88.4 | 90.3
XLM-RygRpng, soa | 940 | 96.1 | 91.1 | 92.8
XLM-Rygr 8 | 92.8 | 95.6 | 89.4 | 90.8

Table 6: Test data F1 performance for ensemble models.
All XLM-R models are large variant.
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10

_/_,_,—f_—————— e
I d’
=e
0.8 /’
.8 4 -

s e

2 »

: .~

0 0.6 g

3 e

2

w e

2 0.4 e

k= .

g 7

E -~

= 021 4” —— ROC curve one_shot, EN (AUC = 0.951)

’ e ROC curve one_shot, PT (AUC = 0.972)
,/ —— ROC curve zero_shot, EN (AUC = 0.856)
/” —— ROC curve zero_shot, PT (AUC = 0.781)
0.0

T T T T
0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate (1 - Specificity)

Figure 2: ROC curve of XLM-Rngr on validation data
for all tasks. We observe very strong prediction rank-
ing capability for both EN and PT (AUC > 0.950) for
OneShot task.

for ensemble were selected via the process de-
scribed in Section 3.3. XLM-Rjyee + NER models
(xIm-roberta-large-finetuned-conll03-english, xIm-
roberta-large-finetuned-conll02-spanish) that repre-
sent transfer learning characteristics perform best,
with high F1 score across all languages. Interest-
ingly, locality feature augmentation does not seem
to enhance the final output compared to the transfer
learning only method. This could be due to model
checkpoints not having enough variance between
them caused by over-reliance on label imbalance.
(More discussion in Section 4.5)

4.4 Average Model Performance

The average F1 scores are presented in Table 7. We
observe that additional finetuning on English NER
data results in higher performance compared to
the baseline XLM-R,ge model. Augmentation of
the model using locality features results in a slight
performance increase. Results suggest that NER
fine-tuning assists in the idiom classification task,
while locality features help relatively less. NER
fine-tuning is helpful due to the language model
adapting to the non-compositionality expressed in
both tasks (more discussion in Section 2.2.)
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Model Average | Ensemble Model EN | PT | GL
XLM-Riarge 93.0 94.5 XLM-Ryrge-Eng, Spa | 94.0 | 87.5 | 88.5
XLM-Rjarge-Eng 94.0 96.1 XLM-Rjyrge-German | 93.6 | 87.2 | 84.2
XLM-Ryge-Eng, Aug 94.2 95.6 XLM-Ry,se-HRL 91.1 | 83.6 | 83.2
XLM-Rpyse-HRL 91.1 - XLM-Rrge-HRL 929 | 84.0 | 83.7
XLM-Ryrge-HRL 92.9 - XLM-Ryyee-HRL, 36 | 94.2 | 85.9 | 87.2
XLM-Ryyge-HRL, 36 94.2 96.1

Table 7: English test data F1

Model ALL | EN | PT | GL
XLM-Rngr | 623 | 70.8 | 67.7 | 44.4
XLM-Rnpr2M8 | 64.9 | 72.6 | 67.4 | 49.2

Table 8: ZeroShot ensemble test data F1 performance.
We note comparatively higher performance for locality
feature augmented model on English and Galician data.

4.5 Locality Features

Effect of locality features seem to be marginal,
since average F1 (Table 7) only slightly improves
in comparison with transfer-learning only model.
We also observe lower ensemble performance (Ta-
ble 6). An enhanced architecture (attention layer in
which features explicitly interact with each other)
with layer-wise learning rate tuning (to lessen the
adverse impact of a cold-start of the feature en-
coding layers) and dropout (to randomize model
training for ensemble enhancement) might be ben-
eficial. We leave it to future work.

We hypothesize that while locality features may
be a promising feature to utilize for enhanced ar-
chitectures, using it by itself may be a relatively
too simple indicator. Locality features only re-
quire looking at 1~2 specific tokens*, thus non-
compositionality expressed between the tokens
themselves is very simple compared to complexity
of MWE. An explicit NER feature may also be
already encoded in the model via NER fine-tuning
step such that no new information is provided dur-
ing training.

Lastly, we note that we achieve the best Ze-
roShot setting performance in our experiments with
XLMngr”" model which is an ensemble of 3
checkpoints (Table 8). Thus, the locality features
could be more promising in the ZeroShot setting
where there is less information regarding specific
MWE usage. We leave a thorough evaluation to
future work.

Ye. Capitalization - first letter of words in MWE, Quota-

tion -’ or " before and after MWE. Parenthesis - ( or ) before
and after MWE.

Table 9: Test data average F1 performance for HRL
model variants and English, Spanish and German NER
fine-tuned model.

4.6 Crosslingual NER Transfer Learning

XLM-Ryree-HRL is an XLM-Rjyee model trained
on NER tasks for 10 languages (Arabic, German,
English, Spanish, French, Italian, Latvian, Dutch,
Portuguese and Chinese). Rationale for fine-tuning
this model is to observe the following :

1. Impact of fine-tuning on a model from a pre-
trained model trained on NER data from multi-
ple languages. This model has been trained on
all CONLLO2 / 03 datasets for English, Spanish,
Dutch and German, as well as 8 language specific
datasets.

2. Impact of fine-tuning on a model which has
been pre-trained with capability to perform Por-
tuguese NER task. This model has been trained
on Paramopama and Second Harem (Freitas et al.,
2010) Portuguese NER datasets.

We show the results in Table 9. We observe that
while XLM-R,rge-HRL performs worse on EN F1
than the similarly fine-tuned XLM-Rjyge-English
and German, training for 36 epochs (50% epoch
increase) yields comparable performance. This
aligns with our hypothesis that task-to-task training
requires "unlearning" partial aspects of the previ-
ous task and thus may take longer to train (more
discussion in Section 2.1). XLM-Rjyge-English
was only trained on CoNLLO3 English NER task,
while HRL models were trained on NER datasets
corresponding to 10 languages - this may result in
a higher amount of NER task and language specific
knowledge that needs to be removed for the model
to train properly.

Similarly, we observe worse performance on
Portuguese and Galician results for HRL mod-
els compared to Spanish fine-tuned model. Por-
tuguese and Galician seem to require more training
epochs than English to achieve comparable per-
formance. This may be due to the difference in
dataset size per language in both the ZeroShot and
OneShot training data for idiom classification task
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Feature LM NER Aug Pred 0 | Pred 1

Capitalized (137) | 94.2 94.2 91.2 Label O (Idiomatic) 5 9

Entity (131) 93.1 93.1 90.8 Label 1 (Non-idiomatic) 0 117

"The *" (52) 86.5 92.3 92.3

"Be a *" (13) 100.0 100.0 100.0 Pred O | Pred 1

Quoted (12) 90.5 90.5 90.5 Label 0 (Idiomatic) 2 12
Label 1 (Non-idiomatic) 0 117

Table 10: Micro F1 Metrics (validation data) for each
locality feature tagged samples corresponding to XLM-
R, XLM-Rygr and XLM-Rygr™"8. We observe that
transfer learning has improved the performance for "The
*" feature. More discussion in Section 5.1.

(English:Portuguese = 2.9:1). We leave training the
models on more Portuguese idiom classification
datasets and longer epochs to future work.

We also experiment with a model fine-tuned on
CoNLL 03 German NER task. We note slightly
worse performance for German fine-tuned model
compared to models fine-tuned on highly similar
languages (English and Spanish NER fine-tuned
models). This result seems to suggest that fine-
tuning the model on same language for both NER
task and Idiom Classification task achieves best per-
formance. More experiments with many languages
from other parts of the world could be performed.

5 Error Analysis

5.1 Categorical Performance

We show the F1 metrics for the validation data per
each feature in Table 10. We find that the F1 score
of "The *" locality feature has increased by 5.8
points after transfer learning is introduced. This lo-
cality feature does not directly correspond to NER,
and is the only sample-balanced locality feature
as shown in Table 2. Thus, we argue that this is
further proof of NER transfer learning teaching
general non-compositionality to LM that is trans-
ferred to MWE classification task.

We also find that Capitalized and Entity F1
scores have stayed the same after the introduction
of NER transfer learning, and it has actually de-
creased by 2~3 points after locality feature aug-
mentation. We also observe a recall decrease of
0.214 (0.357 -> 0.143) as shown in Table 11. As
discussed in Section 4.5, this is due to over-reliance
on training data label imbalance.

5.2 Sample Analysis

We list the prediction improvements between
base XLM-Rjyge model and NER transfer-learning

Table 11: Confusion matrix for Entity in non-augmented
models(XLM-R, XLM-Rngr) vs augmented model
(XLM-Rygr” ).

based models in Appendix A. Interestingly, we
observe that 6 out of 9 sample prediction improve-
ments for English model are also observed with
HRL, German® models. This strongly suggests that
shared characteristics are present between NER
transfer-learning based models. We also observe
that the model output changes are not associated
with named entities, strengthening our hypothesis
of general non-compositionality knowledge trans-
fer between tasks.

6 Conclusion

We present NEAMER - Named Entity Augmented
Multi-word Expression Recognizer. This system
explores how we can utilize non-compositionality
shared between Named Entity and Idiomatic Ex-
pressions. We find that the NER transfer learn-
ing variant achieves the best MWE classification
OneShot performance. We also observe high train-
ing stability. We investigate non-compositionality
knowledge transfer between tasks and obtain
promising results across experiments.

7 Rank Information

During the official evaluation phase, we were top 2
in Subtask A (One-Shot) leaderboard with F1 score
of 0.9346 (Table 5). We trained 50 checkpoints
and measured F1 on English and Portuguese sep-
arately. Checkpoints were generated via process
described in 3.3. Best English performing check-
points inferred on English test submission data,
while best Portuguese performing checkpoints in-
ferred on Galician as well as Portuguese test sub-
mission data. Finally, we ensembled best perform-
ing models on each language using different strate-
gies (including top 3, top 5, top 10) to optimize
generalization performance.

>German model is not trained on CoNLLO03 English data,
making the result more interesting.
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A Prediction Improvements

We list the classification improvements® in valida-
tion dataset observed across NER transfer learning
models in comparison to base XLM-Rjyge model.
The NER transfer learning models we compare are
English, German, and HRL (10 languages). We
find 6 samples that prediction have improved con-
sistently across all 3 models, which is 66.7% of
prediction improvements in English model.

MWE Sentence Feature
high life "This is the story of “Memo Fantasma” or “Will the Ghost,” who | "The *"
started life in the Medellin Cartel, funded the bloody rise of a paramil-
itary army, and today lives the high life in Madrid."
home run He is the only player to hit at least 30 home runs in 15 seasons and is | -
one of only four players to produce at least 17 seasons with 150 or
more hits.
health check Big Tech Show - Why your DNA may be your next health check -
pillow slip By morning most of it is on the pillow slip, and soap and water will | "The *"
clean up the rest."
pillow slip "Her pillow slip by now was very much askew; one ear pointed | -
northward, the other southeast, and she could only see out of one
eye."
dry land And God called the dry land Earth; and the gathering together of the | "The *"

waters called he Seas: and God saw that it was good.

Table 12: Improved samples due to NER fine-tuning.

®Wrong prediction in XLM-Rjarge model, but correct pre-
diction in NER transfer learning models.
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