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Abstract 

This paper describes the system for the 

identifying Plausible Clarifications of 

Implicit and Underspecified Phrases. This 

task was set up as an English cloze task, in 

which clarifications are presented as 

possible fillers and systems have to score 

how well each filler plausibly fits in a given 

context. For this shared task, we propose 

our own solutions, including supervised 

approaches, unsupervised approaches with 

pretrained models, and then we use these 

models to build an ensemble model. Finally 

we get the 2nd best result in the subtask1 

which is a classification task, and the 3rd 

best result in the subtask2 which is a 

regression task. 

1 Introduction 

The rapid development of artificial intelligence has 

also been reflected in the field of NLP, and there 

have been many heavyweight achievements, such 

as word2Vec (Mikolov, et al., 2013), Glove 

(Pennington, et al., 2014), Transformer (Vaswani, 

et al., 2017). Natural language processing is an 

important branch of artificial intelligence. Cloze 

tasks have become a standard framework for 

evaluating various discourse-level phenomena in 

NLP, which is an important field in artificial 

intelligence, many researchers have long been 

committed to the development of this field. Some 

prominent examples include the narrative cloze test 

(Chambers and Jurafksy, 2008), the story cloze test 

(Mostafazadeh et al., 2016), and the LAMBADA 

word prediction task (Paperno et al., 2016). Cloze 

requires the testee to infer from the context, which 

is very difficult for machines. 

The goal of this shared task is to evaluate the 

ability of NLP systems to distinguish between 

plausible and implausible clarifications of an 

instruction. Such clarifications can be critical to 

ensure that instructions describe clearly enough 

what steps must be followed to achieve a specific 

goal. This task was set up as a cloze task. However, 

different from regular cloze task, there may be zero 

or more than one correct candidates out of the five 

options. This presents new challenges for cloze 

systems. 

For subtask 1, it is a classification task that 

requires the system to classify five candidates into 

corresponding categories, which are plausible, 

neutral, or implausible, and the number of each 

category is not fixed. This means that there may be 

zero or more than one correct candidates out of the 

five options, and the same applies to the other two 

categories. This situation creates new challenges 

for cloze tasks. 

For subtask 2, it is a regression task ask 

annotators to rate for each clarification option 

whether it "makes sense in the given how-to guide" 

(on a scale from 1 to 5) to assess the plausibility of 

different clarification options. 

In this paper, we analyze the characteristics of 

the shared task and describe out contribution to this 

cloze task. We build an ensemble model with 

Deberta-v3 (He P, et al., 2020), Roberta-large (Liu 

Y, et al., 2019), SBERT (Reimers and Gurevych, 

2019), including supervised approaches and 

unsupervised approaches. Our model had the 2nd 

best performance in the subtask1 (66.1% Accuracy 

Score) and the 3rd best performance in the subtask2 

(77.4% Ranking Score). The results are 

encouraging for evaluating various discourse-level 

phenomena in NLP, although there is much room 

for improvement. 

The rest of this paper is organized as follows. 

Section 2 introduce our approach for the shared 

task. Section 3 shows the experimental results of 

our approach and do some analysis. In Section 3, 

experimental results are compared and discussed. 

Finally, the whole paper is summarized with a brief 

conclusion in Section 4. 
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2 System Overview 

In this section, we first describe our data processing 

steps. We experimented with different ways of 

processing the data, trying to find the one that 

worked best for the task. And then, we discuss our 

solutions with pre-trained models for the shared 

task, including unsupervised approaches, 

supervised approaches, and an ensemble model. 

2.1 Data Processing 

The participants of the shared task were provided a 

collection of revisions of instructional texts from 

the how-to website wikiHow. The dataset contains 

sentences that need to be filled in and its previous 

context, follow-up context, five options, etc. The 

data example is as shown in the Figure 1 below: 

We bring the five options into the positions that 

need to be filled in, and get a dataset that is five 

times the size of the original.  

For subtask1, a label file was gave which 

contains the corresponding category of each option 

of each piece of data, which category does it belong 

to, plausible, neutral or implausible? We map these 

three categories to numbers 2, 1, 0, corresponding 

to plausible, neutral and implausible.  

For subtask2, a score file was gave to assess the 

plausibility of different clarification options. For 

the score file, we keep it in its native state. In 

addition, in order to make the model focus on the 

positions that need to be filled in, we have added 

special symbols $ on both sides of the blank. After 

data processing, the data example is as shown in 

the Figure 2 below:  

To get more information that might be useful, we 

tried a variety of sentence concatenations using 

different columns in the data. Our experiments 

show that this is necessary and effective. 

2.2 Unsupervised approach 

First, in order to get a reliable benchmark on this 

task, we use unsupervised methods to try to solve 

the task with BERT. Because the pre-training 

process of BERT includes masked language model, 

that is, to replace a small part of words in the text 

with [MASK], and let the model predict the words 

replaced by [MASK]. This task is very similar to 

cloze, so we can use cloze to test BERT’s masked 

language model capability in longer and more 

[MASK] texts (Ding et al., 2021). 

For this task, we tokenize each option to get the 

number of tokens, and then fill in the blank with the 

same [MASK] as the number of tokens. We do this 

because multiple [MASK] work better than a single 

one. The processing process is shown in the 

following Figure 3: 

A pooling operation is added to the output of 

BERT to generate a fixed-size sentence embedding 

vector. The tokens embedding of [MASK] obtained 

from the pre-trained model would be used for 

classification with different pooling strategies. In 

our experiment, three pooling strategies were used 

for comparison: 

 MEAN strategy 

Calculate the average value of each token output 

vector of option to represent the sentence vector. 

 MAX strategy 

Take the maximum value of each dimension of 

all output vectors of option to represent the 

sentence vector. 

 SUM strategy 

Take the sum value of each dimension of all 

output vectors of option to represent the 

sentence vector. 

2.3 Supervised approach 

After getting a benchmark with an unsupervised 

method, we want to get some experimental results 

 

Figure 2: Data example after processing 

 

1. Wash thoroughly with warm water. Pat $ your birthmark $ dry with a clean towel. 2 5.0

2. Wash thoroughly with warm water. Pat $ the area $ dry with a clean towel. 2 4.5

3. Wash thoroughly with warm water. Pat $ the lemon $ dry with a clean towel. 1 2.0

4. Wash thoroughly with warm water. Pat $ lemon juice $ dry with a clean towel. 0 2.0

5. Wash thoroughly with warm water. Pat $ your stomach $ dry with a clean towel. 0 1.0

 

Figure 1: Data example 

 

How to Lighten Birthmarks Naturally

Lightening Your Birthmark

(...)

2. Rub lemon juice on your birthmark

(...)

* Wash thoroughly with warm water. Pat ______ dry with a clean towel.

* Repeat this process three times a day.

your birthmark (5.0) the area (4.5)  the lemon (2.5)

lemon juice(2.0)  your stomach (1.0)

 

Figure 3: Data example after filled with [MASK] 

 

1. Wash thoroughly with warm water. Pat $ [MASK] [MASK] [MASK] $ dry with a clean towel.

2. Wash thoroughly with warm water. Pat $ [MASK] [MASK] $ dry with a clean towel.

3. Wash thoroughly with warm water. Pat $ [MASK] [MASK] $ dry with a clean towel.

4. Wash thoroughly with warm water. Pat $ [MASK] [MASK] $ dry with a clean towel.

5. Wash thoroughly with warm water. Pat $ [MASK] [MASK] $ dry with a clean towel.

After tokenize the option: 1. ['your', 'birth', '##mark']

2. ['the', 'area']

3. ['the', 'lemon']

4. ['lemon', 'juice']

5. ['your‘, 'stomach']

1. your birthmark 

2. the area

3. the lemon

4. lemon juice

5. your stomach
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with a supervised method. First, we still conduct 

some experiments to screen out the model with 

better performance from several models. The 

models we use include Deberta-v3, Roberta-large, 

SBERT, BERT (Devlin et al., 2018), etc. The final 

experimental results will be displayed in the 

experimental section. 

And then, in the above part, we mentioned 

filling in the blanks with [MASK], and using the 

embedding of [MASK] is directly used for 

classification. This is naturally associated with the 

similarity between [MASK] and options. 

Intuitively, [MASK] should be the most similar to 

the plausible option, and the least similar to the 

implausible option. So we use SBERT to calculate 

the similarity between the sentences after filling in 

[MASK] and filling in the options. After getting the 

similarity, we classify it by threshold optimization. 

The schematic diagram of the data process is 

shown in the following Figure 4:  

The sentence obtained by filling [MASK] into 

the blank part and the sentence obtained by filling 

the option into the blank part are used as the input 

of the model, and then the embedding 

representation of [MASK] and the option is 

obtained by average pooling, as u and v 

respectively. We concatenate the values of u and v 

and the absolute value of their differences for 

classification tasks, and we also calculate the 

similarity between u and v for the task. The process 

is shown in Figure 5. 

2.4 Model ensemble 

Through Sections 2.3.1 and 2.3.2, we have 

obtained the results of several models. By 

comparing the classification results between 

different models, there are large differences, which 

means that for the classification results of the same 

data, the Model I may classify it into IMPLAUSE, 

but the Model II may classify it as NEUTRAL. 

This makes it possible for us to further improve the 

classification effect through the model ensemble. 

The voting method is an ensemble learning 

model that follows the majority principle, and 

reduces variance through the integration of 

multiple models, thereby improving the robustness 

and generalization ability of the model. We adopt 

the voting method commonly used in ensemble 

learning, which is an ensemble learning model that 

follows the principle of majority rule by the 

minority, and reduces variance through the 

integration of multiple models, thereby improving 

the robustness and generalization ability of the 

model. We used four models (Roberta based on 

unsupervised method, and Roberta-large, Deberta-

v3, SBERT based on supervised method) as 

benchmarks for ensemble learning. The structure 

of ensemble model is shown in the Figure 6.   

3 Experimental Results 

In the following experimental part, all the data used 

for the experiment adopts the data processing 

method we introduced in Section 2.1. 

3.1 Unsupervised approach results 

We propose an attempt to use an unsupervised 

approach to benchmark this task in Section 2.2, and 

propose three strategies for dealing with [MASK]. 

The experimental comparison of the three 

strategies is gave by Table 1, there is little 

 

Figure 4: Data process for calculate 

 

Wash thoroughly with warm water. Pat $ your birthmark $ dry with a clean towel.

Similarity?

Wash thoroughly with warm water. Pat $ [MASK] [MASK] [MASK] $ dry with a clean towel.

After tokenize the option:

['your', 'birth', '##mark']your birthmark 

 

Figure 5: The process of SBERT 

 

Softmax classifier

Bert

Sentence B

Bert

Sentence A

Bert

Sentence B

Bert

Sentence A

 

Figure 6: The structure of ensemble model 

 

Training set

Vote

T
est set

training

predict

Classification models

Predictions

Vote

Final prediction

1058



 
 

difference between MEAN strategy and Max 

strategy. We ended up using MEAN strategy to get 

a benchmark (57.88% Accuracy Score) with 

Roberta-large. 

3.2 Supervised approach results 

For supervised methods, although we did some 

experiments to try to find a better embedding than 

[CLS] for this task, we didn't get it. So we still 

ended up screening out the model with better 

performance from several models with [CLS] 

embedding. The results of model screening are 

given in Table 2. 

In Section 2.3 we propose to use SBERT to try 

to solve this task. We conduct experiments with 

direct classification and computing similarity 

respectively. Table 3 gave the experimental results 

of SEBRT. 

3.3 Model ensemble results 

After obtaining several benchmarks using the 

unsupervised method and the supervised method, 

Model Pooling Train Accuracy Dev Accuracy 

Bert-large Mean 0.4373 0.5152 

Bert-large Sum 0.4434 0.4920 

Bert-large Max 0.4330 0.5150 

Roberta-large Mean 0.4678 0.5788 

Table 1: Pooling strategy for unsupervised approach 

Model Train Accuracy Dev Accuracy 

Bert-base 0.5071 0.5394 

Bert-large 0.5599 0.5613 

Roberta-large 0.5260 0.5710 

Deberta-v3 0.4403 0.6326 

Table 2: Screen out the model with better performance from several models with [CLS] embedding 

Model Strategy Train Accuracy Dev Accuracy 

Roberta-large Classification 0.5463 0.5665 

Roberta-large Similarity 0.6337 0.6272 

Bert-base Classification 0.6298 0.5237 

Bert-base Similarity 0.7034 0.4553 

Table 3: Experiment results of SBERT 

Model Train Accuracy Dev Accuracy Test Accuracy 

Roberta-large unsupervised 0.4678 0.5788 -- 

Roberta-large supervised 0.5260 0.5710 -- 

Deberta-v3 0.5624 0.6485 0.622 

SBERT(Roberta-large) 0.6337 0.6272 -- 

Ensemble -- 0.7088 0.661 

Table 4: Results for subtask1 with ensemble model 

Model Train Rank  Dev Rank Test Rank 

Roberta-large unsupervised -- 0.6112 -- 

Roberta-large supervised -- 0.6370 -- 

Deberta-v3 0.6137 0.7784 0.747 

SBERT(Roberta-large) -- 0.6560 -- 

Ensemble -- 0.7752 0.774 

Table 5: Results for subtask2 with ensemble model 
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respectively, in the supervised method, by 

adjusting the parameters of several models, such as 

adjusting the batch size, learning rate or freezing 

some parameters in the model. We end up with 11 

results including the above for ensemble learning。

Due to space limitations, we no longer list the 

training results after adjusting the model 

parameters or freezing some parameters here. For 

each model, we list its best results. The results are 

given in Table 4. 

For subtask 2, we just converted the above 

model from a classification task to a regression task, 

and also adjusted the training parameters, froze 

some model parameters, and obtained eleven kinds 

of results. The ensemble learning is carried out by 

the method of averaging, and the final result is 

obtained and shown in Table 5. 

3.4 Discussion 

A phenomenon can be observed from the 

experimental results: when the model has not fully 

converged on the training set, the best result of the 

model on the validation set has already appeared. 

Especially when using Deberta-v3, when the best 

results (63.26%) appear on the validation set, the 

model's accuracy score on the training set is only 

44.03% in the classification task. This 

phenomenon also occurs in the regression task. But 

the difference is that the difference between the 

results of the training set and the validation set of 

the model in the classification task is much smaller 

than that in the regression task. 

We therefore consider that there is noise in the 

training set, which is especially evident in 

classification tasks. To verify that there is really 

noise in the data, we compared part of the data in 

the training set with the data on the wikiHow 

website, as shown in the figure below. It can be 

seen that the sentences that appear in the original 

text in time are still marked as Neutral or 

Implausible in the training set. Figure 7 shows an 

example of original data with id-20 that may be 

incorrect. 

We tried Label Smoothing (Müller et al., 2019) 

and Self-Adaptive Training (Huang et al., 2020) to 

solve the problem of data noise. Although there is 

no significant improvement in the model’s 

performance, it speeds up the model Convergence 

rate during training. 

4 Conclusion 

In this paper, we describe the Identifying Plausible 

Clarifications of Implicit and Underspecified 

Phrases shared task held within SemEval-2022 and 

present the design, the data, the results, and the 

systems for the shared task. The participants of the 

shared task were provided a collection of revisions 

of instructional texts from the how-to website 

wikiHow. The shared task is challenging, partly 

due to the relatively small training data and label 

noise. 

We develop an ensemble model of NLP to 

distinguish between plausible and implausible 

clarifications of an instruction, achieving the 2nd 

best performance in the subtask1 and the 3rd best 

performance in the subtask2. For some of the 

problems reflected in this task, such as data noise, 

non-identically distributed data, there is still a lot 

of research space. 
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Figure 7: Data in the original paragraph 

 

Add in a few drops of clear nail polish and stir with a toothpick

until there are no lumps. Keep stirring until you get an even color

and consistency. If the color too sheer, add some more eyeshadow.

Make sure that there are no clumps in the polish. If there are any

clumps, break them up with the toothpick. If you don't do this, they

will show up on your manicure and make it look lumpy.
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