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Abstract

Warning: This paper contains examples
of the language that some people may find
offensive.

Transformer-based Language models have
achieved state-of-the-art performance on a
wide range of Natural Language Process-
ing (NLP) tasks. This work will examine
the effectiveness of transformer language
models like BERT, RoBERTa, ALBERT,
and DistilBERT on existing Indian hate
speech datasets such as HASOC-Hindi
(2019), HASOC-Marathi (2021) and Ben-
gali Hate Speech (BenHateSpeech) over
binary classification. Most deep learning
methods fail to recognize a hate sentence
if hate words are wrapped into sophis-
ticated words where transformers under-
stand the context of a hate word present
in a sentence. Here, Transformer-based
multilingual models such as MuRILBERT,
XLM-RoBERTa, etc. are compared with
monolingual models like NeuralSpace-
BERTHi (Hindi), MahaBERT (Marathi),
BanglaBERT (Bengali), etc. It is no-
ticed that the monolingual MahaBERT
model performs the best on HASOC-
Marathi, whereas the multilingual MuRIL-
BERT performs the best on HASOC-Hindi
and BenHateSpeech. Several other cross-
language evaluations over Marathi and
Hindi monolingual models and mixed ob-
servations are presented.

1 Introduction

According to the Cambridge Dictionary, hate
speech is defined as - “Hate speech is a public
speech that expresses hate or encourages vio-
lence towards a person or group based on race,
religion, sex, or sexual orientation”1. Statis-
tics reveal that half of the world’s population,
including print media, is now engaged in so-
cial media platforms2 and 12½ trillion hours
spent online by the users3. This trend shall
continue till obvious infinity. Sometimes ag-
gressive posts, misleading news, and harassing
comments can lead people to social violence,
even riots (Laub, 2019). Worldwide, Govern-
ments are introducing laws against hate speech.
So, digital media like Twitter, Facebook, etc.,
are also becoming more concerned about it and
endeavouring to filter hate, sexual abuse, harm-
ful acts, harassment, bullying, child abuse, etc.

Researchers explore this field, but most of
the experiment is based on European language
datasets4. Limited work is done on the In-
dian languages except for publishing datasets
or improving accuracy. India has 22 official
languages and about 1,000 living languages
from various language groups (Kalra and Dutt,
2019). People in India use their native lan-

1
https://dictionary.cambridge.org/dictionary/english/hate-speech

2
https://datareportal.com/reports/digital-2021-global-overview-report

3
https://datareportal.com/reports/digital-2022-global-overview-report

4
https://hatespeechdata.com/



guages on social media platforms, and some-
times users don’t follow the proper structure
or grammar, making it more complicated to
detect hate speech in the computational aspect.
This situation motivated us to work on hate
speech on Twitter and other social media texts.
It is challenging for automatic approaches to
detect hate speech in text.

Researchers use state-of-the-art transformer
models more in language-related researchs like
NLP, Information Retrieval (IR), etc., to enrich
performance. Many works have already been
done in NLP like text classification (Sun et al.,
2019), question-answering (McCarley et al.,
2019), token classification (Ulčar and Robnik-
Šikonja, 2020), and Named Entity Recognition
(NER) (Luoma and Pyysalo, 2020). The pre-
trained BERT-based masked language models
have been used, and these language models’
multilingual and monolingual variants have
drawn attention to the low-resource languages.

This paper attempted to identify hate speech
content in Hindi, Marathi and Bengali com-
ments collected from social media. We
choose various publicly available datasets like
HASOC (Hate Speech and Offensive Con-
tent Identification)5 and Bangla Hate Speech
datasets (BenHateSpeech)6 with binary classi-
fication. Variation of BERT (Bidirectional En-
coder Representations from Transformers) (De-
vlin et al., 2018), RoBERTa (Robustly opti-
mized BERT) (Liu et al., 2019), ALBERT
(A Lite BERT) (Lan et al., 2019), Distil-
BERT (Distilled version of BERT) (Sanh
et al., 2019) and their pre-trained models such
as mBERT (Devlin et al., 2018), MuRIL-
BERT (Khanuja et al., 2021), NeuralSpace-
BERTHi (Jain et al., 2020), RoBERTa-Hindi,
Indic Bert (Kakwani et al., 2020), MahaBERT
(Joshi, 2022a), MahaRoBERTa (Joshi, 2022b),
XLM-RoBERTa (Conneau et al., 2019),

5
https://hasocfire.github.io/hasoc/2022/index.htm

6
https://www.kaggle.com/naurosromim/bengali-hate-speech-dataset

BanglaBert (Sarker, 2020) etc. is used for this
work.

Later, we compare different pre-trained
BERT architecture’s performance on publicly
available datasets in Hindi, Marathi and Ben-
gali languages. We also compare multilingual
and monolingual variants of these language
models. The monolingual models used here are
only pre-trained on Hindi, Bengali, or Marathi
data. Next, we follow a cross-language eval-
uation of these BERT models (Litake et al.,
2022) since both Hindi and Marathi share the
Devanagri script.

Our focus in this work is :

• To see how well pre-trained BERT mod-
els perform, utilize the mono and multilin-
gual pre-trained BERT models with their
variants.

• A detailed comparison between all the
models for Hindi, Marathi and Bengali
languages has been made. Almost thirty
experiments have been done, twelve for
Hindi, Marathi and six for Bengali.

• There is a cross-language experiment be-
tween Hindi and Marathi where mono-
lingual Marathi models, i.e. MahaBert,
MahaRoBERTa, RoBERTa-Base-Mr, and
MahaAlBERT performs well on the Hindi
dataset. NeuralspaceBERTHi, Roberta-
Hindi and DistilBERTHindi, which are
monolingual Hindi models, also perform
well in the case of the Marathi dataset.

The rest of the paper is structured as follows.
Section 2 is the work related to hate speech
detection in Indian languages. Section 3 de-
scribes the experimental setup like the dataset,
preprocessing steps, BERT variants and pre-
trained models. Section 4 summarizes the re-
sults and findings from all of the experiments.
Finally, it is concluded in Section 5.



2 Related Work

There is very little research on the Indian hate
speech dataset as less data is available publicly.
Creating labelled datasets of hate speech in the
Indian language is tedious and challenging. It
needs lots of groundwork and preprocessing,
like cleaning, annotators’ agreements, etc., to
create valuable data from social media. In this
section, language-wise, we shall discuss some
existing datasets and the work done on those
datasets.

Hindi: HASOC (Hate Speech and Offensive
Content Identification), a shared task organized
by FIRE (Forum for Information Retrieval
Evaluation)7, which published hate datasets in
Indian languages such as Hindi, Marathi, etc.
HASOC offers four subtracks, one of which is
relevant to us: HASOC - English and Indo-
Aryan Languages. Datasets are distributed
in tab-separated format. HASOC and most
other collections require mechanisms to detect
hateful content from the text of a post.

In 2019, the HASOC-Hindi dataset offered
three tasks (Mandl et al., 2019). The first task
is binary classification, i.e. subtask A. The sec-
ond task is to find whether the hate comment
was profane or abusive (multiclass), i.e. sub-
task B. The third is to predict whether the hate
comment is targeted or untargeted (multiclass),
i.e. subtask C. In the Hindi language, ninety-
three runs were submitted across three sub-
tasks. Regarding the Hindi subtask A, the win-
ner team, QutNocturnal (Bashar and Nayak,
2020), employed a CNN base technique with
Word2vec embedding and got better Marco F1
and Weighted F1 values, 0.8149 and 0.8202,
respectively. The second team LGI2P (Men-
sonides et al., 2019), trained a fastText model
for the proposed Hindi language and later used
BERT for classification. The system achieved
0.8111 Marco-F1 and 0.8116 Weighted-F1 val-

7
http://fire.irsi.res.in/fire/2022/home

ues. For sub-task B on Hindi Dataset, 3Id-
iots (Mishra and Mishra, 2019) scores 0.5812
and 0.7147 in Marco-F1 and Weighted-F1 uti-
lizing BERT. Team A3-108 (Mujadia et al.,
2019) achieves a high Marco-F1 score on sub-
task C Hindi Dataset, which is 0.5754. Accord-
ing to them, Adaboost (Freund and Schapire,
1997) was the best performing classifier among
the three classifiers, i.e., Adaboost or Adaptive
Boosting (AB), Random Forest (RF), Linear
Support Vector Machine (SVM). They merge
multiple weak classifiers to construct a robust
prediction model, but an ensemble of SVM,
Random Forest, and Adaboost with hard vot-
ing performed even better. This classifier used
TF-IDF features of word unigrams and char-
acters 2, 3, 4, and 5 grams with an additional
feature of the length of every tweet.

In HASOC 2020, two Hate Speech detec-
tion tasks (Mandl et al., 2020), sub-task A (bi-
nary class) and sub-task B (multiclass), are
proposed with another Hindi dataset in the
research area. NSIT ML Geeks (Raj et al.,
2020) outperforms other teams in the compe-
tition scoring Marco-F1 0.5337 and 0.2667 in
sub-task A and sub-task B, respectively uti-
lizing CNN and BiLSTM. Nohate (Kumari)
team achieved Marco-F1 0.3345 in sub-task B,
fine-tuning BERT model for the classification.

In 2021, HASOC published a Hindi
dataset (Modha et al., 2021) with sub-task
A and B again. Total Sixty-five teams sub-
mitted a total of six thousand and fifty-two
runs. The best submission was achieved Macro
F1 0.7825 in sub-task A with a fine-tuned
Multilingual-BERT (20 epochs) with a classi-
fier layer added at the final phase. The second
team also fine-tuned Multilingual-BERT and
scored Macro F1 0.7797. NeuralSpace (Bhatia
et al., 2021) got Macro F1 0.5603 in sub-task
B. They use an XLM-R transformer, vector
representations for emojis using the system
Emoji2Vec, and sentence embeddings for hash-



tags. After that, three resulting representations
were concatenated before classification.

In the paper (Bhardwaj et al., 2020) they
used the pre-trained multilingual BERT (m-
BERT) model for computing the input embed-
ding on the Hostility Detection Dataset (Hindi)
later SVM, Random-Forest, Multilayer percep-
tron (MLP), Logistic Regression models are
used as classifiers. In coarse-grained evalua-
tion, SVM reported the best weighted-F1 score
of 84%, whereas they obtained 84%, 83%, and
80% weighted-F1 scores for LR, MLP, and
RF. In fine-grained evaluation, SVM has the
most excellent F1 score for evaluating three
hostile dimensions, namely Hate (47%), Offen-
sive (42%), and Defamation (43%). Logistic
Regression beats the others in the Fake dimen-
sion with an F1 score of 68%.

Marathi: In HASOC-Marathi (Modha et al.,
2021), the best-performing team WLV-RIT
fine-tuned XLM-R Large model with a sim-
ple softmax layer. Later executed transfer
learning from English data released for Of-
fensEval 2019 (Zampieri et al., 2019) and
Hindi data released for HASOC 2019 (Mandl
et al., 2019) and show that executing trans-
fer learning from Hindi is better than exe-
cuting transfer learning from English. They
Scored an F1 score of 0.9144 (Nene et al.,
2021). The second team applied a fine-
tuned LaBSE transformer (Feng et al., 2020)
on the Marathi data set and the Hindi data
set and achieved an F1 score of 0.8808.
Their experiments show that the LaBSE trans-
former (Glazkova et al., 2021) outperforms
XLM-R in the monolingual settings, but XLM-
R performs better when Hindi and Marathi
data are merged. L3CubeMahaHate (Velankar
et al., 2022) presents the first major Marathi
hate speech dataset with 25,000 distinct tweets
from Twitter, later annotated manually, and la-
belled them into four major classes, i.e. hate,
offensive, profane, and not. Finally, they use

CNN, LSTM, and Transformers. Next, they ex-
plore monolingual and multilingual variants of
BERT like MahaBERT, IndicBERT, mBERT,
and xlm-RoBERTa and show that monolingual
models perform better than their multilingual
counterparts. Their MahaBERT (Joshi, 2022a)
model provides the best results on L3Cube-
MahaHate Corpus.

Bengali: Karim et al. (Karim et al., 2020)
published a Bengali dataset with 35,000 hate
statements (political, personal, geopolitical,
and religious) and applied a multichannel CNN
and LSTM-based approach. Later DeepHate-
Explainer (Karim et al., 2021) added more than
5,000 labelled examples with it and used an
ensemble method of transformer-based neu-
ral architectures to classify them into political,
personal, geopolitical, and religious hates and
achieved F1-scores of 78%, 91%, 89%, and
84%, for political, personal, geopolitical, and
religious hates. In the paper (Romim et al.,
2021), They published a Bengali Hate Speech
corpus with 30,000 comments labelled with
“1” for hate comments; otherwise, “0”. This
paper (Mandal et al., 2022) created a political
news corpus and then developed a keyword
or phrase-based hate-speech identifier using a
semi-automated approach.

Most of the top results are delivered by the
systems based on Deep neural models and
transformers.

3 Experimental Setup

3.1 Dataset Selection

The experiment uses the HASOC-Hindi
(2019), HASOC-Marathi (2021) and BenHate-
Speech (Romim et al., 2021) datasets. Statis-
tics and class distribution for the training set
of HASOC-Hindi, HASOC-Marathi and Ben-
HateSpeech datasets are in table 1 and for the
test set in table 2. Figure 1 shows samples of
datasets, and we chose only binary classifica-
tion task for our work, i.e., to detect whether



a sentence or text conveys hate or not. For
HASOC-Hindi and HASOC-Marathi, classes
are “HOF” and “NOT” whereas in BenHate-
Speech, classes are “1” (hate) and “0” (not).

Figure 1: Samples of HASOC-Hindi, HASOC-
Marathi and BenHateSpeech datasets respectively

3.2 Preprocessing

Before employing data to the transformers, text
data need to be cleaned and noise-free to en-
rich the performance. India’s low-resourced
languages share several characteristics. De-
spite being written in different languages, re-
searchers employed nearly identical prepro-
cessing approaches for all datasets. Text pre-
processing procedures can be slightly different
depending on the task and the dataset used.
Some datasets had raw comments with emojis,
punctuation, and unwanted characters. In most
cases, the following steps are used:

Normalization: It defines the removal of ex-
isting emojis, unwanted characters and stop-
words from the sentences.

Removing punctuation and number: Punctu-
ation and numbers often don’t add extra mean-
ing to the text hence being removed from the
text.

Word tokenization : Here converting a sen-
tence into an individual word is called a token.

Stemming: Stemming removes the inflections
from each word to convert that word to its root
word.

Label encoding: In HASOC-Hindi and
HASOC-Marathi, task 1 is tagged as “NOT”
and “HOF”. We encode them into a unique
number. Like, “NOT” to “0” and “HOF” to
“1”, where we leave BenHateSpeech dataset as
it is.

In the case of HASOC-Marathi and Ben-
HateSpeech datasets, we followed above men-
tioned simple steps. In case of HASOC-
hindi, we followed preprocessing techniques
as mentioned in paper (Bashar and Nayak,
2020) like replacing person occurrence (e.g.
@someone) with xxatp, URL occurrence
with xxurl, source of modified retweet with
xxrtm, source of not modified retweet with
xxrtu, fixing the repeating characters (e.g.
goooood), removed common invalid charac-
ters (e.g. < br =>, < unk >, @−@,etc) and
a lightweight stemmer for Hindi language (Ra-
manathan and Rao, 2003) for stemming the
words.

3.3 Transformer Language Models

Figure 2 shows a general transformer-based
BERT model structure, and the input text is in
the Bengali language. After the above steps
of preprocessing, we employ the p number of
texts of the training set (D) is indicated as

D = {T1, T2, T3, .., Ti, ....Tp},

where Ti is the ith number of texts and p is
equal to the total number of texts present in a
training set. Given a text Ti, the text having m
words, i.e., length of the text, is denoted as

Ti = {wi,1, wi,2, wi,3, ..., wi,k, .., wi,m},

where wi,k denotes the kth word in the ith

text.



Datasets HOF/Hate NOT Total
HASOC-Hindi (2019) 2,469 2,196 4,665

HASOC-Marathi (2021) 669 1,205 1,874
BenHateSpeech 8,000 16,000 24,000

Table 1: Class distribution analysis for training set

Datasets HOF/Hate NOT Total
HASOC-Hindi (2019) 605 713 1318

HASOC-Marathi (2021) 207 418 625
BenHateSpeech 2,000 4,000 6,000

Table 2: Class distribution analysis for test set

Figure 2: A general transformer-based BERT
model architecture

3.3.1 BERT

BERT is developed by Google, a transformer-
based technique for NLP. BERT can gener-
ate contextualized embeddings. It produces
almost similar vectors for synonyms and dif-
ferent vectors if the use of words is different.
During training, it learns the details from both
sides of the word’s context. So, it is called a
bidirectional model. We evaluated mono and
multilingual BERT on Hindi, Marathi and Ben-
gali datasets. Due to memory and GPU issues,
we did several experiments but with the same
hyperparameter combination (Table 3).

mBERT8: It is pre-trained with the largest
Wikipedia over 104 top languages worldwide,
including Hindi, Bengali and Marathi, using a
masked language modelling (MLM) objective.

MuRILBERT9: Multilingual Representations
for Indian Languages (MuRIL) is a BERT
model pre-trained on 17 Indian languages and
their transliterated counterparts, i.e. monolin-
gual segments and parallel segments.

NeuralspaceBERTHi10: This BERT model
is pre-trained on approx. 3 GB of monolin-
gual training corpus, i.e., OSCAR corpus re-
leased by neuralspace-reverie. It fine-tuned
downstream tasks like text classification, POS-
tagging, question-answering, etc.

MahaBERT11: MahaBERT is a multilin-
gual BERT (bert-base-multilingual-cased)
model finetuned on L3Cube-MahaCorpus and
other publicly available Marathi monolingual
datasets.

BanglaBERT12: Using mask language mod-
elling, bangla-Bert-Base was pre-trained on
data downloaded from OSCAR and Bengali
Wikipedia Dump Dataset.

8
https://huggingface.co/bert-base-multilingual-cased

9
https://huggingface.co/google/muril-base-cased

10
https://huggingface.co/neuralspace-reverie/indic-transformers-hi-bert

11
https://huggingface.co/l3cube-pune/marathi-bert

12
https://huggingface.co/sagorsarker/bangla-bert-base



Hyperparameter BERT variants
Learning-rate 1e-5

Epochs 5
Max seq length 512

Batch size 8

Table 3: Combination of hyperparameters for training BERT variants

3.3.2 RoBERTa
More extended time training on a large dataset
can increase BERT’s performance. This model,
called RoBERTa, a self-supervised transformer
model trained on raw texts, outperforms BERT
by 4%-5% on natural language inference and
utilizes a character-level BPE (Byte Pair En-
coding) tokenizer. Still, RoBERTa uses a byte-
level BPE tokenizer, which benefits from a
universal encoding scheme.

XLM-RoBERTa (base-sized model)13: The
XLM-RoBERTa model is a multilingual ver-
sion of the RoBERTa model pre-trained on
2.5 TB of filtered CommonCrawl data contain-
ing 100 languages. It does not require lang
tensors like XLM multilingual models to de-
termine which language is utilized and choose
the correct language based on the input ids.

Roberta-Hindi14: This RoBERTa transformer
base model was pre-trained on a large Hindi
corpus (a combination of MC4, OSCAR,
and indic-nlp datasets) released by flax-
community.

MahaRoBERTa15: A Multilingual RoBERTa
(xlm-roberta-base) model fine-tuned on pub-
licly available Marathi monolingual datasets
and L3Cube-MahaCorpus.

RoBERTa-Base-Mr16: The RoBERTa
Marathi model was pre-trained on mr
dataset of C4 (Colossal Clean Crawled
Corpus) (Raffel et al., 2019) multilingual
dataset.

13
https://huggingface.co/xlm-roberta-base

14
https://huggingface.co/flax-community/roberta-hindi

15
https://huggingface.co/l3cube-pune/marathi-roberta

16
https://huggingface.co/flax-community/roberta-base-mr

3.3.3 ALBERT:

A lite BERT for self-supervised learning,
Google AI open-sourced ALBERT uses fewer
parameters than BERT.

IndicBERT17: IndicBERT trained on large-
scale datasets is a multilingual ALBERT model
covering 12 major Indian languages (such as
Hindi, Marathi, Bengali, Assamese, English,
Gujarati, Oriya, Punjabi, Tamil, Telugu, Kan-
nada and Malayalam) released by Ai4Bharat.

MahaALBERT18:A Marathi ALBERT model
trained on publicly available Marathi monolin-
gual datasets and L3Cube-MahaCorpus.

3.3.4 DistilBERT:

DistilBERT is a small, quick, inexpensive, and
light transformer model trained by distilling
the BERT base. More than 95% of BERT’s
performance on the GLUE language under-
standing benchmark is preserved in this ver-
sion, which has 40% fewer parameters and
runs 60% faster.

mDistilBERT19: The model is trained on the
concatenation of 104 different languages of
Wikipedia.

DistilBERTHindi20: A DistilBERT language
model pre-trained on approx. 10 GB of mono-
lingual training corpus, which is taken from
OSCAR.

17
https://huggingface.co/ai4bharat/indic-bert

18
https://huggingface.co/l3cube-pune/marathi-albert-v2

19
https://huggingface.co/distilbert-base-multilingual-cased

20
https://huggingface.co/neuralspace-reverie/indic-transformers-hi-distilbert



4 Result and Analysis

In this section, we discuss the precision, recall
and weighted F1 score obtained by training
all the variants of BERT on Hindi, Marathi
and Bengali datasets. Table 4 represents the
results of transformer models trained on the
HASOC-Hindi, HASOC-Marathi, and Ben-
HateSpeech datasets, where blue, purple, and
teal colours indicate multilingual, monolingual,
and cross-language models correspondingly.
We intentionally prefer a weighted F1 score
over an accuracy score to evaluate the models
because imbalanced class distribution exists
in most classification problems. So, weighted
F1 score is a better metric to consider in this
scenario. In the training set, the number of
sentences for Bengali is double that of Hindi
and Marathi. The models trained on the Ben-
gali dataset have better results than Marathi
and Hindi. To evaluate our models, we use
two class precisions (PNOT , PHOF ), recalls
(RNOT , RHOF ), F1 scores (F1NOT , F1HOF )
then calculate weighted precision (WP ), recall
(WR), and F1 score (WF1) here. At last we
calculate Accuracy.

PNOT =
TrueNOT

TrueNOT + FalseHOF
(1)

PHOF =
TrueHOF

TrueHOF + FalseHOF
(2)

RNOT =
TrueNOT

TrueNOT + FalseNOT
(3)

RHOF =
TrueHOF

TrueHOF + FalseNOT
(4)

F1NOT = 2 ∗ PNOT ∗RNOT

PNOT +RNOT
(5)

F1HOF = 2 ∗ PHOF ∗RHOF

PHOF +RHOF
(6)

WP =
PNOT ∗ TNOT + PHOF ∗ THOF

TNOT + THOF
(7)

WR =
RNOT ∗ TNOT +RHOF ∗ THOF

TNOT + THOF
(8)

WF1 =
F1NOT ∗ TNOT + F1HOF ∗ THOF

TNOT + THOF
(9)

Accuracy =
TrueNOT + TrueHOF

TNOT + THOF
(10)

Where TrueNOT = True-negative (model pre-
dicted the texts as NOT, and the actual value
of the same is also NOT), TrueHOF = True-
positive (model predicted the texts as HOF,
and the actual value of the same is also HOF),
FalseNOT = False-negative (model predicted
the texts as NOT, but the true value of the same
is HOF), FalseHOF = False-positive (model
predicted the texts as HOF, but the true value
of the same is NOT), PNOT = Precision of
NOT class, PHOF = Precision of HOF class,
RNOT = Recall of NOT class, RHOF = Re-
call of HOF class, F1NOT = F1 score of NOT
class, F1HOF = F1 score of HOF class, TNOT

= The total number of NOT class text present
in test set, THOF = The total number of HOF
class text present in test set
Best models per datasets: The weighted F1
score for the top four models like MuRIL-
BERT, MahaRoBERTa, NeuralSpaceBERTHi,
and XLM-RoBERTa are very close for the
Hindi dataset. MahaBERT, MahaRoBERTa,
mBERT, and Roberta-Hindi score top for the
Marathi dataset. MuRILBERT, BanglaBert,
and XLM-RoBERTa models are most suitable
for the Bengali dataset. Figure 3 shows the
confusion matrix of the best models on three
datasets separately.
Monolingual models vs multilingual mod-
els: On the Hindi dataset, multilingual models
like MuRILBERT and XLM-RoBERTa per-
form better, but the monolingual model Neu-
ralSpaceBERTHi also gives tough competition.
We can conclude that multilingual models per-
form well, but the difference in performance
between monolingual and multilingual models
is negligible. MahaBERT and MahaRoBERTa
models provide the highest weighted F1 score



Models on Precision Recall F1 score AccuracyHASOC (Hindi) 0 1 w.avg. 0 1 w.avg. 0 1 w.avg.

mBERT 0.8078 0.7797 0.7949 0.8275 0.8016 0.8156 0.8175 0.7904 0.8050 0.8050
MuRILBERT 0.8695 0.8362 0.8542 0.8266 0.7851 0.8075 0.8475 0.8098 0.8301 0.8308

NeuralSpaceBERTHi 0.8611 0.8278 0.8458 0.8263 0.7867 0.8081 0.8433 0.8067 0.8264 0.8270
MahaBERT 0.8681 0.8297 0.8504 0.8080 0.7570 0.7845 0.8369 0.7916 0.8161 0.8171

XLM-RoBERTa 0.8218 0.7977 0.8107 0.8492 0.8280 0.8394 0.8352 0.8125 0.8247 0.8247
Roberta-Hindi 0.8485 0.8147 0.8329 0.8231 0.7851 0.8056 0.8356 0.7996 0.8190 0.8194

MahaRoBERTa 0.8892 0.8534 0.8727 0.8138 0.7603 0.7892 0.8498 0.8041 0.8288 0.8300
RoBERTa-Base-Mr 0.8246 0.7906 0.8089 0.8155 0.7801 0.7992 0.8200 0.7853 0.8040 0.8042

IndicBERT 0.7489 0.7198 0.7355 0.7864 0.7603 0.7744 0.7671 0.7394 0.7543 0.7541
MahaAlBERT 0.8232 0.7913 0.8085 0.8221 0.7900 0.8073 0.8226 0.7906 0.8079 0.8080
mDistilBERT 0.7812 0.7487 0.7662 0.7991 0.7685 0.7800 0.7900 0.7584 0.7754 0.7754

DistilBERTHindi 0.8064 0.7781 0.7934 0.8261 0.8000 0.8141 0.8161 0.7888 0.8035 0.8034

Models on
HASOC (Marathi)

mBERT 0.9019 0.8110 0.8717 0.9240 0.8502 0.8995 0.9128 0.8301 0.8854 0.8848
MuRILBERT 0.8995 0.7878 0.8625 0.8805 0.7536 0.8384 0.8898 0.7703 0.8502 0.8512

NeuralSpaceBERTHi 0.9066 0.8115 0.8751 0.9066 0.8115 0.8751 0.9066 0.8115 0.8751 0.8752
MahaBERT 0.9234 0.8415 0.8962 0.9125 0.8212 0.8822 0.9179 0.8312 0.8891 0.8896

XLM-RoBERTa 0.8588 0.7242 0.8142 0.8734 0.7487 0.8320 0.8660 0.7336 0.8221 0.8224
Roberta-Hindi 0.9354 0.8540 0.9084 0.8886 0.7632 0.8470 0.9113 0.8060 0.8764 0.8784

MahaRoBERTa 0.9306 0.8520 0.9045 0.9067 0.8067 0.8735 0.9184 0.8287 0.8886 0.8896
RoBERTa-Base-Mr 0.9688 0.8960 0.9446 0.8100 0.5410 0.7209 0.8823 0.6746 0.8135 0.8272

IndicBERT 0.8708 0.6785 0.8071 0.7964 0.5507 0.7150 0.8319 0.6079 0.7577 0.7648
MahaAlBERT 0.9138 0.8095 0.8792 0.8761 0.7391 0.8307 0.8945 0.7726 0.8541 0.8560
mDistilBERT 0.8588 0.6878 0.8021 0.8233 0.6280 0.7586 0.8406 0.6565 0.7796 0.7824

DistilBERTHindi 0.9066 0.7989 0.8709 0.8793 0.7487 0.8360 0.8927 0.7729 0.8530 0.8544

Models on
BenHateSpeech

mBERT 0.9303 0.8630 0.9078 0.9155 0.8362 0.8890 0.9228 0.8493 0.8983 0.8980
MuRILBERT 0.9225 0.8507 0.8985 0.9406 0.8835 0.9215 0.9314 0.8667 0.9098 0.9095

XLM-RoBERTa 0.9463 0.8975 0.9300 0.9047 0.8249 0.8781 0.9250 0.8596 0.9032 0.9023
IndicBERT 0.9042 0.8030 0.8704 0.9300 0.8515 0.9038 0.9169 0.8265 0.8867 0.8876

BanglaBERT 0.9333 0.8685 0.9117 0.9207 0.8456 0.8956 0.9269 0.8568 0.9035 0.9033
mDistilBERT 0.8698 0.7290 0.8228 0.9055 0.7941 0.8683 0.8872 0.7601 0.8448 0.8466

Table 4: Precision, Recall, F1 score, and Accuracy of various transformer models on HASOC-Hindi,
HASOC-Marathi and BenHateSpeech datasets, respectively



for the Marathi dataset, and mBERT also per-
forms well, whereas MuRILBERT scores a
little less. For Bengali, we use only one mono-
lingual pre-trained model, i.e., BanglaBERT;
it performs very well, but the MuRILBERT
wins marginally. IndicBERT and mDistilBERT
models’ performance is significantly less on all
datasets than in other models. Therefore, devel-
oping better resources for the Hindi and Ben-
gali language is necessary as language-specific
fine-tuning does not necessarily guarantee the
best performance.
Cross-language experiments: During the
cross-language experiments, we consider the
Marathi models on the Hindi dataset and vice-
versa, as both languages share the Devanagari
script. MahaRoBERTa performs pretty well on
the Hindi dataset, and MahaBERT, RoBERTa-
Base-Mr, and MahaALBERT also score suf-
ficiently. NeuralSpaceBERTHi and Roberta-
Hindi perform well on the Marathi dataset,
but surprisingly, DistilBERTHindi performs
poorly on the Hindi dataset rather well on the
Marathi dataset.

Figure 3: Confusion matrix of Best models such
as MuRILBERT for Hindi (a), MahaBERT for
Marathi (b) and MuRILBERT for Bengali (c)

5 Conclusion and Future Scope

Significant works are done in English or other
major speaking languages. In Indian lan-
guages, a very little work has been done, like
on Hindi, Bengali, Marathi, Tamil, Malayalam
etc. In brief, we conclude this work by: (i) Ex-
ploring variants of transformer-based models
in Indic languages. (ii) Comparing monolin-
gual and multilingual transformer-based mod-
els for hate speech detection data like HASOC-
Hindi, HASOC-Marathi and BenHateSpeech.
(iii) Cross-language experiments on Hindi and
Marathi models. Results show that monolin-
gual training doesn’t necessarily ensure supe-
rior performance. Multilingual models stood
first on Bengali and Hindi datasets, whereas
Marathi monolingual models performed the
best on Marathi dataset. Our next concen-
tration will be to reduce false-positive and
false-negative errors. We also observe that
the “0” class precision, recall, and F1 score
is slightly higher than the “1” class, indicat-
ing the data imbalance. So, in future, tech-
niques like SMOTE (Bowyer et al., 2011),
ADASYN (He et al., 2008), or data augmen-
tation (techniques to increase the amount of
data) (Nozza, 2022) can be used, which can
handle data imbalance. Apart from the tech-
nical challenges, the research on hate speech
impacts other dimensions, including socio-
linguistic issues like freedom of speech and
legislation at the national and international lev-
els. Socio-linguistic implications of this re-
search are that some word is used to target
a few specific castes, community, colour, etc.
A sophisticated hate speech detection system
can identify such hated information, restrict
its propagation, and alert concerned authori-
ties. In a social context, freedom of speech is
related to this issue. So there must be some
trade-off between them to maintain peace and
harmony.
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