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Abstract

The joint intent classification and slot filling
task seeks to detect the intent of an utterance
and extract its semantic concepts. In the zero-
shot cross-lingual setting, a model is trained on
a source language and then transferred to other
target languages through multi-lingual rep-
resentations without additional training data.
While prior studies show that pre-trained
multilingual sequence-to-sequence (Seq2Seq)
models can facilitate zero-shot transfer, there
is little understanding on how to design the
output template for the joint prediction tasks.
In this paper, we examine three aspects of
the output template — (1) label mapping, (2)
task dependency, and (3) word order. Experi-
ments on the MASSIVE dataset consisting of
51 languages show that our output template
significantly improves the performance of pre-
trained cross-lingual language models.

1 Introduction

The joint intent classification and slot filling task is
crucial for goal-oriented dialogue systems, seeking
to detect the intent of an utterance and extract se-
mantic concepts. This task has been widely studied
in the literature (Hakkani-Tiir et al., 2016; Zhang
and Wang, 2016; Goo et al., 2018). However, due
to the difficulty of collecting and annotating large
data sets, most studies focus on only a few high-
resource languages (e.g., English). To broaden
the language coverage of models, zero-shot cross-
lingual transfer technique has been proposed (Xu
et al., 2020; Li et al., 2021; FitzGerald et al., 2022).
Under the zero-shot cross-lingual setting, models
are trained on a source language (e.g., English)
with sufficient annotated training data and transfer
to other target languages.

In particular, recently, FitzGerald et al. (2022)
show that pre-trained generative cross-lingual lan-
guage models (XLMs) (Liu et al., 2020; Xue et al.,
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Figure 1: Illustration of Seq2Seq generation for the
joint intent classification and slot filling task. Given
an input on the bottom, the Seq2Seq model generates
the output sequence based on a template — the template
forces the model first output the intent label and then
slot label of each word in the input sentence. Based on
the template, a post-processing step translates the out-
put sequence into structured labels for the task.

2021) can be applied to the joint intent classifica-
tion and slot filling task. They formulate the joint
task as sequence-to-sequence (Seq2Seq) genera-
tion, where the model generates the slot label for
each word and the intent label for the utterance in
a sequential manner based on an output template.
However, the design of the output template is usu-
ally ad hoc and there is lack of understanding on
how different template designs affect the perfor-
mance of the zero-shot transfer. For example, in
Fig. 1, the intent label “alarm set” can be rep-
resented by “set alarm”. We found that the
change of the surface form of the label significantly
affects model’s performance.

In this paper, we examine three aspects in the de-
sign of output template, i.e. label mapping, task de-
pendency, and word order. We found that all these
aspects have significant influence on model perfor-
mance. First, based on our observation on label
mapping, we propose a concise hierarchical label
mapping that leads to a better performance than the
default label mapping used in annotation. Second,
we observed that generating the intent label before
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the slots labels leads to better performance. This is
because intent classification is a relatively simpler
task compared to slot filling and thus the correct
task order prevents error propagation. Finally, we
found that word shuffle improves the diversity of
data and therefore leads to better intent accuracy.

Experiments on the MASSIVE dataset (FitzGer-
ald et al., 2022) consisting of 51 languages demon-
strate that our proposed template design can sig-
nificantly improve the performance of pre-trained
generative XLMs on this joint task in the zero-shot
transfer setting. We also provide detailed ablation
studies and discussion. We intend to release the
source code for reproducing our experiments upon
paper acceptance.

2 Method

We first provide an overview of the Seq2Seq gener-
ation method with pretrained generative XLMs for
the joint intent classificaiton and slot filling task.
Then, we discuss the design of output template for
Seq2Seq generation.

2.1 Seq2Seq for the Joint Prediction Task

Following FitzGerald et al. (2022), we formulate
the joint task as Seq2Seq generation, and adopt
pretrained XLLMs for this task. In this way, we can
take advantage of the rich cross-lingual knowledge
possessed in the pre-trained XLLMs. As shown in
Fig. 1, the model generates the intent label for the
utterance and the slot label for each word in a se-
quential manner based on an output template. We
insert Annotate: atthe beginning of the input
sequence to indicate the task type. We also insert
word separators to indicate the tokens belonging
to each word, as we want to generate word-level
slot labels. We then use the following objective
function to fine-tune the text generation model:

lyl

> log plykly <k, ),
k=1

lyl

where x is the input utterance sequence and y is the
output label sequence. We provide the ground-truth
y during training. In the following, we explore
three aspects of the design of the output template.

()

2.2 Label Mapping

The first aspect we examine is the label mapping,
i.e. the surface form of the labels. When annotat-
ing data, the annotators are given a set of output
labels. The choice of vocabulary for these labels
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is often arbitrary as long as the human annotators
understand the meaning. However, for a Seq2Seq
model, different surface forms of the output labels
may lead to different performance even though
they are synonyms. For example, the intent la-
bel iot_wemo_on could be difficult for a fine-
tuned XLMs to understand and transfer to other
languages. Moreover, labels hold hierarchical rela-
tions. For example, some intent labels may belong
to the same scenario and some slot labels belong to
the same intent. By rephrasing the output labels and
leveraging their relations, the model performance
can greatly improve.

We propose a concise and hierarchical label
mapping based on these observations. For la-
bels belonging to the same scenario or intent, we
add the same prefix to them. Some slot labels
may belong to multiple scenarios or intents, so
we do not add any prefix to them. For example,
bothemail folderandemail address be-
longs to the same scenario so we give them the
same prefix email, while t ime belongs to multi-
ple scenarios, so we do not give it a prefix. We also
remove or replace the redundant and rare words in
the labels (e.g. wemo in 10t_wemo_on).

2.3 Task Dependency

The second aspect is the dependency between in-
tent classification and slot filling. In Seq2Seq de-
coding, the label yy, is conditioned on previously
generated tokens y .. When solving the joint task,
the label of one task serves as the condition to gen-
erate the label of the other task. Due to this, the
later task may benefit from the labels of the former
task, but may also suffer from inaccurate predic-
tions of the former task (i.e. error propagation).In
particular, we consider two different orders: (1)
intent labels before slot labels, and (2) slot labels
before intent labels.

2.4 Word Order

Prior works show that reducing word order informa-
tion in sequence labeling can improve cross-lingual
transferability (Ahmad et al., 2019; Liu et al., 2021).
This is mainly due to different languages have dif-
ferent word orders (e.g., some languages present
adjectives before nouns and some have reverse or-
der), which cause a misalignment in language trans-
fer. In Seq2Seq decoding, changing word orders
results in different label order. To make the model
more robust on different word orders, we augment
the training data by shuffling the utterances and



their corresponding labels. However, different from
prior works, we shuffle the utterances at the seg-
ment level, where words belonging to the same slot
is considered as one segment and adjacent words
that do not belong to any slot are considered an-
other segment.

3 Experiment

In this section, we evaluate our approach on a mas-
sive number of target languages.

3.1 Setup

Dataset. We adopt the MASSIVE (FitzGerald
et al., 2022) dataset, which consists of 51 lan-
guages, 18 domains, 60 intents, 55 slots and 19,521
utterance per language. We use English data for
training and development, data in all the other lan-
guages are used for testing.! We report the intent
accuracy, micro-average slot F1 and exact match
accuracy.’

Baseline. We compare our method with both clas-
sification based and generation based methods. The
classification method based on XLM-R (Conneau
et al., 2020) formulates the joint task as sequence
classification and sequence tagging. Two classifi-
cation heads are added on top of the pre-trained
language model. The generation method based on
mT5 (Xue et al., 2021) generates the tag of each
word and the intent label in a sequence-to-sequence
manner. Following FitzGerald et al. (2022), we use
the base version of pre-trained models.

Implementation Details. We evaluate our method
based on mT5 with the original model-related
hyper-parameters. We follow the hyper-parameters
of FitzGerald et al. (2022) for training, except for
batch size, learning rate and epochs, which we set
to 96, 5e-5 and 200, respectively. We investigate
three design choices listed in Sec. 2. We found that
better label mapping and task dependency signifi-
cantly improves the model performance. However,
while input shuffle improves intent accuracy, the
slot F1 and exact match performance drop. In the
following, we will first compare our best model
(w/ label mapping and w/ task dependency) with
the current state-of-the-art approach, then we will
provide detailed ablation study.

'This setting is more strict than FitzGerald et al. (2022)’s,
where they use data in target languages for development.
ZExact match means both the intent and slots are correct.
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3.2 Results

Tab. 1 shows the overall model performance on
MASSIVE. In comparison with the vanilla mTS5,
our proposed techniques improve average intent
accuracy by 1.5%, average slot F1 by 10.7% and
average exact match accuracy by 5.2%. It also
changes the highest performing languages in terms
of slot F1 and exact match accuracy. These results
indicate that task order, label mapping, and other
key components in text generation have significant
influence on model performance when performing
sequence tagging in a sequence-to-sequence gener-
ation manner. The key differences between XLM-R
based and mT5 based methods are that the latter
ones use pre-trained token embeddings as labels
and generate each label conditioned on previously
generated labels. The vanilla mT5 performs much
worse than the prior SOTA method, XLM-R, on
all metrics. However, our method based on mT5
achieves better performance than XLLM-R in terms
of average slot F1 (+5.0%) and exact match accu-
racy (+2.2%). The failure of vanilla mT5 further
shows the importance of well-designed inputs and
outputs. The lowest performing language is con-
sistent to be Japanese in all methods. Our method
improves slot F1 and exact match accuracy of the
lowest performing language.

Performance on Language Characteristics. We
further analyze the model performance on different
language characteristics. As shown in Fig. 2, our
method performs better than vanilla mT5 on 49
out of 50 languages, indicating it can improve the
cross-lingual transferability on massive target lan-
guages. Norwegian is the only language on which
our method performs slightly worse. We provide
detailed model performance on 9 language char-
acteristics in Appx. §A, where the languages are
split into 3 to 28 groups by each characteristic. Our
method improves the performance of all language
groups, except for Lolo-Burmese subdivision and
Burmese script which contain only Norwegian. We
observe that it is difficult to improve model perfor-
mance on the Japonic and Sino-Tibetan language
families when using English as source language.
Similarly, a prior work (Malkin et al., 2022) also
shows that English may not be an optimal pretrain-
ing language in cross-lingual transfer. We leave
finding the best general source language for fine-
tuning zero-shot models for future work.

Ablation Study. We also investigate the effective-



Intent Acc (%)

Slot F1 (%)

Exact Match Acc (%)

Model High Low Avg | High Low Avg | High Low Avg

TS5 799 +14 257+16 629+02|643+07 1394+03 448+0.1|532+£18 94+10 347+02
nl-NL ja-JP de-DE ja-JpP sv-SE ja-JP

XLM-R 852+13 448+18 70.6+02|684+£0.7 154+£03 503+0.1|579+1.8 98+11 387+£02
sv-SE ja-JP sv-SE ja-JpP sv-SE ja-JP

mTS* 80.6+0.7 321+09 648+0.1[639+03 147+02 446+0.1|54.1+£09 10.1+06 357+0.1
nl-NL ja-JP de-DE ja-JP sv-SE ja-JP

OURS 80.8+0.7 246+08 663+0.1|71.6+05 19.6+02 553+0.1|574+09 102+0.5 40.9+0.1
nl-NL ja-JP th-TH ja-JP nl-NL ja-JP

Table 1: Zero-shot cross-lingual results on MASSIVE. We report intent accuracy, micro-averaged slot F1 score,
and exact match accuracy of highest language, lowest language and average of all target languages. Best average
scores are in bold. Intervals for 95% confidence are given assuming normal distributions. *: results reproduced by

us

mT5

fi-FI
fr-FR

he-IL
is-S

af-ZA
am-ET
ar-SA
az-AZ
bn-BD
cy-GB
da-DK
de-DE
el-GR
es-ES
faR
hi-IN
hu-HU
hy-AM
id-ID
it-IT
ja-IP
jv-D
ka-GE
km-KH

kn-IN

. Other baseline results are copied from the original paper.

Ours

ko-KR
Iv-Lv
miHN
mn-MN
ms-MY
my-MM
nb-NO
nl-NL
pl-PL
pt-PT
ro-RO
ru-RU
sl-SL
sq-AL
sv-SE
sw-KE
a-IN
e-IN
h-TH
I-PH
r-TR
ur-PK
Vi-VN
zh-CN
zh-TW

s 8 s 5

s

Figure 2: Exact match accuracy of all target languages. Our method performs better than vanilla mT5 on 49 out of

50 languages.
Method Intent Acc Slot F1 Exact Match
OURS 66.3 55.3 40.9
OURS w/ default label  67.0 52.5 39.7
OURS w/ slot first 64.6 57.5 37.1
OURS w/ input shuffle ~ 67.5 52.6 40.1

Table 2: Ablation study.
dence are within 4 0.1%.

All intervals for 95% confi-

ness of each proposed technique as shown in Tab. 2.
Input shuffie increases the diversity of inputs and
help the model to avoid overfitting English syntax.
Results show that it can improve the intent accu-
racy (+1.2%); however, it hinders predicting slots
accurately. Concise and hierarchical label mapping
improves the slot F1 significantly (+2.8%). Task or-
der also plays an important role. Generating slot la-
bels before the intent label for each utterance leads
to worse intent accuracy (-1.7%) but better slot F1
(+2.2%). We observe the subtask performance is
better when the model generates the subtask labels
first.

4 Related Work

Zero-shot cross-lingual joint intent classification
and slot filling is crucial for developing goal-
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oriented dialogue systems for massive languages
with less manually annotation (Upadhyay et al.,
2018; Li et al., 2021; FitzGerald et al., 2022). Prior
works on this joint task can be summarized into
two lines. The first line follows a strict zero-shot
setting, where only the data in source languages are
used for training (Xu et al., 2020; Li et al., 2021;
FitzGerald et al., 2022). The second line uses ad-
ditional data consisting of words or utterances in
target languages for training, where the additional
data can be annotated data in target languages or
synthetic data by code-switching and automatic
translation (Upadhyay et al., 2018; Schuster et al.,
2019; Krishnan et al., 2021).

Our work follows the strict zero-shot setting.
Prior works either formulate the joint task as se-
quence tagging and applies pretrained cross-lingual
encoders (Pires et al., 2019; Conneau et al., 2020)
to solve it (Xu et al., 2020; Li et al., 2021; FitzGer-
ald et al., 2022), or formulate it as Seq2Seq gen-
eration and applies pretrained generative XLMs to
solve it (FitzGerald et al., 2022). Our work ana-
lyzes important variables in the output format of
the Seq2Seq method.



5 Conclusion

In this paper, we examine three variables of output
format in Seq2Seq generation for zero-shot cross-
lingual joint intent classification and slot filling.
Experiments on the MASSIVE dataset consisting
of 51 languages show that all the variables have sig-
nificant influence on model performance. Specifi-
cally, the output format should use a concise and
hierarchical label mapping, and consider the label
dependency carefully.
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Limitation

In this paper, we analyze three aspects of the de-
sign of output format in Seq2Seq generation for
zero-shot transfer. There are other factors (e.g., de-
coding strategy) may also influence the model per-
formance and its transferablity. Besides, this paper
focuses on the output template of Seq2Seq genera-
tion in the cross-lingual transfer setting. We do not
consider and compare with other techniques such
as data augmentation methods for zero-shot cross-
lingual transfer (e.g., code-switching (Qin et al.,
2021) and robust training (Huang et al., 2021)).
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A Model performance on language
characteristics

We compare the performance of vanilla mT5 and
our method on different language characteristics,
including script (Fig. 3), subdivision (Fig. 4), fam-
ily (Fig. 5), order (Fig. 6), politeness (Fig. 7), im-
perative morphology (Fig. 8), imperative hortative
(Fig. 9), optative (Fig. 10) and prohibitive (Fig. 11).
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Figure 3: Exact match accuracy by language script.
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Figure 4: Exact match accuracy by language subdivi-

sion.
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Figure 5: Exact match accuracy by language family.
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Figure 6: Exact match accuracy by language order.
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Figure 7: Exact match accuracy by language polite-
ness.
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Figure 8: Exact match accuracy by language impera-
tive morphology.
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Figure 9: Exact match accuracy by language impera-
tive hortative.
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Figure 10: Exact match accuracy by language optative.
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Figure 11: Exact match accuracy by language pro-
hibitive.

61



